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Abstract. One of the important methods for studying the oscillation of higher order
differential equations is to make a comparison with second order differential equations. The
method involves using Taylor’s Formula. In this paper we show how such a method can
be used for a class of even order delay dynamic equations on time scales via comparison
with second order dynamic inequalities. In particular, it is shown that nonexistence of an
eventually positive solution of a certain second order delay dynamic inequality is sufficient
for oscillation of even order dynamic equations on time scales. The arguments are based on
Taylor monomials on time scales.
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1. Introduction

In this paper we consider the oscillation of solutions of higher order nonlinear

delay dynamic equations with forcing terms of the form

(1.1) x∆n

(t) + q(t)|x(ϕ(t))|α−1x(ϕ(t)) = g(t), t ∈ [t0,∞)T,

where n is even, t0 ∈ T, and [t0,∞)T := [t0,∞)∩T denotes a time scale interval with

supT = ∞. The equation is called sublinear if 0 < α < 1, and superlinear if α > 1.

These problems for second order and higher order nonlinear differential and dif-

ference equations with/without delay have been considered by many authors and we

mention just a few [3], [4], [5], [7], [11], [13], [14], [15], [16].

A time scale T is a nonempty closed subset of the real numbers R. The most

well-known examples are T = R, T = Z, and T = qZ := {qn : n ∈ Z} ∪ {0}, where
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q > 1. The forward and backward jump operators σ, ̺ : T → T are defined by

σ(t) := inf{s ∈ T : s > t} and ̺(t) := sup{s ∈ T : s < t},

respectively, where inf ∅ := supT and sup ∅ := inf T. A point t ∈ T is said to be

left-dense if t > inf T and ̺(t) = t, right-dense if t < supT and σ(t) = t, left-

scattered if ̺(t) < t, and right-scattered if σ(t) > t. A function f : T → R is called

rd-continuous provided it is continuous at right-dense points in T and its left-sided

limits exist (finite) at left-dense points in T. The set of rd-continuous functions is

denoted by Crd. For more details, we refer the reader to [2], [8].

Throughout the paper we assume that

(i) q ∈ Crd([t0,∞)T,R), q(t) > 0, q(t) 6≡ 0 on [T,∞)T for any T > t0;

(ii) g ∈ Crd([t0,∞)T,R);

(iii) ϕ : T → T is rd-continuous, ϕ(t) 6 t, lim
t→∞

ϕ(t) = ∞.

By a solution of Equation (1.1) we mean a function x ∈ Cn
rd([tx,∞)T,R) that

satisfies Equation (1.1) for all t > tx > t0. Here we are concerned with proper

solutions of Equation (1.1), i.e., those solutions x which satisfy sup{|x(t)| : t > T } >

0 for every T > tx. Such a solution is said to be oscillatory if it is neither eventually

positive nor eventually negative; i.e., if for any given t1 ∈ [tx,∞)T there exists

t2 ∈ [t1,∞)T such that x(t2)x(σ(t2)) 6 0. Equation (1.1) is said to be oscillatory if

all its solutions are oscillatory.

Definition 1.1 ([2]). The Taylor monomials are the functions gk, hk : T
2 → R,

k ∈ N0, which are defined recursively as follows:

g0(t, s) = h0(t, s) ≡ 1 for all t, s ∈ T,

and for k ∈ N0,

gk+1(t, s) =

∫ t

s

gk(σ(τ), s)∆τ for all t, s ∈ T,

hk+1(t, s) =

∫ t

s

hk(τ, s)∆τ for all t, s ∈ T.

We recall the definition of Tκ and T
κk

, k > 2.

Definition 1.2 ([2]). If T has a left-scattered maximum m, then Tκ := T−{m}.

Otherwise, Tκ := T. And T
κk

:= (Tκ)κk−1

, k > 2.
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Theorem 1.1 ([2, Theorem 1.112]). The functions hk and gk satisfy

hk(t, s) = (−1)kgk(s, t) for all t ∈ T and all s ∈ T
κk

.

It is clear from Definition 1.1 that h1(t, s) = g1(t, s) = t − s for all t, s ∈ T.

However, finding gk, hk for k > 1 is not easy in general. But for a particular given

time scale, for example for T = R and T = Z, one can easily find the functions gk

and hk. We have for k ∈ N0,

(1.2) hk(t, s) = gk(t, s) =
(t − s)k

k!
for all t, s ∈ R

and

(1.3) hk(t, s) =
(t − s)k

k!
and gk(t, s) =

(t − s + k − 1)k

k!
for all t, s ∈ Z,

where tm, m ∈ N0, is the usual factorial function; t
m = (t − m + 1)tm−1, t0 = 1.

We will also use the following result:

Theorem 1.2 ([2, Theorem 1.117]). Let a ∈ T
κ, b ∈ T and assume f : T×T

κ → R

is continuous at (t, t), where t ∈ T
κ with t > a. Also assume that f∆(t, .) is rd-

continuous on [a, σ(t)]T. Suppose that for each ε > 0 there exists a neighborhood U

of t, independent of τ ∈ [a, σ(t)]T, such that

|f(σ(t), τ) − f(s, τ) − f∆(t, τ) (σ(t) − s)| 6 ε|σ(t) − s| for all s ∈ U,

where f∆ denotes the derivative of f with respect to the first variable. Then

(1) g(t) :=
∫ t

a
f(t, τ)∆τ implies g∆(t) =

∫ t

a
f∆(t, τ)∆τ + f(σ(t), t).

(2) h(t) :=
∫ b

t
f(t, τ)∆τ implies h∆(t) =

∫ b

t
f∆(t, τ)∆τ − f(σ(t), t).

2. Preparatory lemmas

The following lemmas will be essential in order to obtain the main results. The

first one is the time scale analog of the well-known lemmas due to Kiguradze and

Kneser in the case T = R and T = Z, respectively, see [1].
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Lemma 2.1. Let n ∈ N and f be n-times differentiable on T. Assume supT = ∞

and for any ε > 0, the set Lε(∞) := {t ∈ T : t > 1/ε}. Suppose there exists ε > 0

such that

f(t) > 0, sgn(f∆n

(t)) ≡ s ∈ {−1, 1} for all t ∈ Lε(∞)

and f∆n

(t) 6≡ 0 on Lδ(∞) for any δ > 0. Then there exists l ∈ [0, n] ∩ N0 such that

n + l is even for s = 1 and odd for s = −1 with

f∆i

(t) > 0 for all t ∈ Lδi
(∞) (with δi ∈ (0, ε)), i ∈ [1, l − 1] ∩N0,

(−1)l+if∆i

(t) > 0 for all t ∈ Lε(∞), i ∈ [l, n − 1] ∩ N0.

The following result provides an explicit formula for the Taylor monomials hk(t, s)

on time scales T unbounded from above, for which the forward jump operator has

a certain explicit form given by σ(t) = at + b, where a > 1, b > 0 are constants. In

addition to the fact that it unifies the formulas (1.2) and (1.3), it can also be applied

to time scales T that are different from R and Z; for example, T = hZ := {hn : n ∈ Z}

with h > 0, or

T = qZ := {qn : n ∈ Z} ∪ {0} with q > 1

(see [2, Example 1.104]).

Lemma 2.2. Let T be a time scale which is unbounded above with σ(t) = at+ b,

where a > 1, b > 0 are constants. Then the Taylor monomials hk(t, s) on T are given

by the formula

(2.1) hk(t, s) =

k−1
∏

i=0

(t − σi(s))

βi

, t, s ∈ T, k ∈ N0,

where βi :=
i

∑

j=0

aj and σ0(s) := s.

P r o o f. We will establish (2.1) by induction. Let us denote the right hand side

of (2.1) by h̃k(t, s). It is clear that h̃0(t, s) = 1 = h0(t, s) (observe that the empty

product is considered to be 1, as usual) and h̃1(t, s) = t − s = h1(t, s). If we assume

h̃n = hn for all n 6 k for some k ∈ N, then we have

h̃∆
k+1(t, s) =

[

h̃k(t, s)
(t − σk(s))

βk

]∆

=
1

βk

[hk(t, s)(t − aks − bβk−1)]
∆
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=
1

βk

[h∆
k (t, s)(σ(t) − aks − bβk−1) + hk(t, s)]

=
1

βk

[hk−1(t, s)(at − aks − abβk−2) + hk(t, s)]

=
1

βk

[h̃k−1(t, s)(t − ak−1s − bβk−2)a + h̃k(t, s)]

=
1

βk

[h̃k−1(t, s)(t − σk−1(s))a + h̃k(t, s)]

=
1

βk

[aβk−1h̃k(t, s) + h̃k(t, s)]

=
1

βk

{1 + aβk−1}h̃k(t, s) = h̃k(t, s).

Since h̃k+1(s, s) = 0, we have h̃k+1 = hk+1, and hence the formula (2.1) holds for all

k ∈ N0. �

The analog of the Kiguradze lemma is the following.

Lemma 2.3. Let T be a time scale which is unbounded above with σ(t) = at+ b,

where a > 1, b > 0 are constants. If x is an (n + 1)-times differentiable function on

[t0,∞)T with x∆i

(t) > 0, i = 1, 2, . . . , n and x∆n+1

(t) 6 0, then

(2.2) x(t) >
hn−1(t, σ(t0))

βn−1
x∆n−1

(t), t > σn−1(t0),

where, as earlier, βi :=
i

∑

j=0

aj .

P r o o f. For the case n = 1, (2.2) is obvious. So let us assume n > 1. We have

x∆n−1

(t) = x∆n−1

(t0) +

∫ t

t0

x∆n

(s)∆s

and so

(2.3) x∆n−1

(t) > x∆n

(t)(t − t0), t > t0.

From the product rule and σ(t) = at + b, we have

x∆n

(t)(t − t0) =
(

x∆n−1

(t)
t − σ(t0)

a

)∆

−
1

a
x∆n−1

(t).

Integrating (2.3) from σ(t0) to t, we obtain

(2.4) x∆n−2

(t) >
t − σ(t0)

β1
x∆n−1

(t) =
h1(t, σ(t0))

β1
x∆n−1

(t), t > σ(t0).
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Integrating (2.4) from σ2(t0) to t, and using

x∆n−1

(t)
t − σ(t0)

β1
=

(

x∆n−2

(t)
t − σ2(t0)

aβ1

)∆

−
1

aβ1
x∆n−2

(t),

we see that

(2.5) x∆n−3

(t) >
t − σ2(t0)

β2
x∆n−2

(t), t > σ2(t0).

Now from (2.4) and (2.5), it follows that

x∆n−3

(t) >
(t − σ(t0))(t − σ2(t0))

β1β2
x∆n−1

(t) =
h2(t, σ(t0))

β2
x∆n−1

(t), t > σ2(t0).

Continuing in this manner, we obtain

x∆n−i

(t) >
hi−1(t, σ(t0))

βi−1
x∆n−1

(t), 2 6 i 6 n, t > σi−1(t0).

Setting i = n in the above inequality, we find that

x(t) >
hn−1(t, σ(t0))

βn−1
x∆n−1

(t), t > σn−1(t0),

as desired. �

We next establish the time scale version of a lemma due to Onose [12] in T = R.

The result here is for an arbitrary time scale which we state as:

Lemma 2.4. Let n be even and consider the equation

(2.6) x∆n

(t) + f(t, x(ϕ(t))) = 0, t ∈ [t0,∞)T,

and the inequality

(2.7) x∆n

(t) + f(t, x(ϕ(t))) 6 0, t ∈ [t0,∞)T.

Here we assume f : [t0,∞)T × (0,∞) → (0,∞) is a function with the property

f(·, w(·)) : [t0,∞)T → (0,∞) is rd-continuous for any rd-continuous function w :

[t0,∞)T → (0,∞), and f(., u) is continuous and nondecreasing.

If Equation (2.6) is oscillatory, then Inequality (2.7) has no eventually positive

solution.
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P r o o f. Assume to the contrary that there exists a positive solution x of In-

equality (2.7) on [t1,∞)T, for some t1 > t0. Choose t2 > t1 so that ϕ(t) > t1 for

t > t2. From (2.7), we have

(2.8) x∆n

(t) 6 −f(t, x(ϕ(t))) < 0, t > t2.

By repeated integration of (2.8), we get

x(t) > x(t2) +

∫ t

t2

∫ un−1

t2

. . .

∫ un−l+1

t2

∫

∞

un−l

. . .

∫

∞

u1

f(s, x(ϕ(s)))∆s∆u1 . . . ∆un−1

:= x(t2) + Φ(t, x(ϕ(t))), t > t2,

where the integer 1 6 l 6 n − 1 is from Lemma 2.1.

Now consider the equation

(2.9) z(t) = x(t2) + Φ(t, z(ϕ(t))).

We note that if (2.9) has a solution z(t) > 0 for t > t2, then z is a positive solution

of Equation (2.6). To establish the existence of z, we define the sequence {zn} as

follows:

z1(t) := x(t), t > t1,

and for n > 1,

zn+1(t) :=

{

x(t) for t1 6 t 6 t2,

x(t2) + Φ(t, zn(ϕ(t))) for t > t2.

Then we see that the zn’s are well defined and satisfy

0 < x(t2) 6 zn+1(t) 6 zn(t), t > t2.

If we put

z(t) := lim
n→∞

zn(t), t > t2,

then it follows from Lebesgue’s dominated convergence theorem that

z(t) = x(t2) + Φ(t, z(ϕ(t))), t > t3

for some t3 > t2. Hence z satisfies (2.9) and the proof is complete. �

Remark 2.1. Clearly, Lemma 2.4 holds for any finite number of delays.

3. The main results

We shall need to make some assumptions on the form of the forcing term g in the

following.
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Theorem 3.1. Suppose the following additional conditions hold:

(iv) g(t) = h∆n

(t) for some h ∈ Cn
rd([t0,∞)T,R);

(v) h is oscillatory and there exist two sequences {sn} and {s̄n} tending to infinity

such that for all n,

(3.1) h(sn) = inf{h(t) : t > sn},

h(s̄n) = sup{h(t) : t > s̄n}.

If the second order delay dynamic inequality

(3.2) u∆∆(t) + cλαgα
l−1(σ(T ), ϕ(t))gn−l−1(ϕ(t), T )q(t)uα(ϕ(t)) 6 0,

where c := 1/βn−l−1(βl−1)
α, has no eventually positive solution for every constant

0 < λ < 1, every T > t0, and every integer 1 6 l 6 n − 1, then Equation (1.1) is

oscillatory.

P r o o f. Assume to the contrary that there exists a nonoscillatory solution x of

Equation (1.1). Without loss of generality, we may assume that

x(t) > 0 and x(ϕ(t)) > 0, t > t1

for some sufficiently large t1 > t0.

Define y by the equation

(3.3) y(t) := x(t) − h(t), t > t1.

From Equation (1.1), we have

y∆n

(t) + q(t)xα(ϕ(t)) = 0, t > t1.

Then there exists t2 > t1 such that

y(t) > 0, y∆n

(t) 6 0

for all t > t2. By Lemma 2.1, there exists T > t2 and an odd integer 1 6 l 6 n − 1

such that

(3.4) y∆i

(t) > 0, i = 0, 1, . . . , l − 1, t > T,

(−1)i−ly∆i

(t) > 0, i = l, l + 1, . . . , n − 1, t > T.
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By Taylor’s formula, we may write

y∆l

(t) =

n−l−1
∑

k=0

y∆l+k

(τ)hk(t, τ) +

∫ τ

t

hn−l−1(t, σ(s))(−y∆n

(s))∆s

=

n−l−1
∑

k=0

(−1)ky∆l+k

(τ)gk(τ, t) +

∫ τ

t

gn−l−1(σ(s), t)(−y∆n

(s))∆s.

Using (3.4), we get

y∆l

(t) >

∫ τ

t

gn−l−1(σ(s), t)q(s)xα(ϕ(s))∆s, T 6 t 6 τ.

Now letting τ → ∞ and integrating from T to t, we have

y∆l−1

(t) > y∆l−1

(T ) +

∫ t

T

∫

∞

r

gn−l−1(σ(s), r)q(s)xα(ϕ(s))∆s∆r

= y∆l−1

(T ) +

∫ t

T

[
∫ σ(s)

T

gn−l−1(σ(s), r)∆r

]

q(s)xα(ϕ(s))∆s

+

∫

∞

t

[
∫ t

T

gn−l−1(σ(s), r)∆r

]

q(s)xα(ϕ(s))∆s, t > T.

Notice that in changing the order of integration, we have used the following equalities:
[

∫

∞

t

∫ t

T

gn−l−1(σ(s), r)q(s)xα(ϕ(s))∆r∆s

]∆

=

∫

∞

t

gn−l−1(σ(s), t)q(s)xα(ϕ(s))∆s

−

∫ σ(t)

T

gn−l−1(σ(t), r)q(t)xα(ϕ(t))∆r,

∫

∞

t

gn−l−1(σ(s), t)q(s)xα(ϕ(s))∆s

=

[
∫ t

T

∫

∞

r

gn−l−1(σ(s), r)q(s)xα(ϕ(s))∆s∆r

]∆

,

∫ σ(t)

T

gn−l−1(σ(t), r)q(t)xα(ϕ(t))∆r

=

[
∫ t

T

∫ σ(s)

T

gn−l−1(σ(s), r)q(s)xα(ϕ(s))∆r∆s

]∆

,

all of which follow from Theorem 1.2. By direct integration, it follows that

y∆l−1

(t) > y∆l−1

(T ) +

∫ t

T

gn−l(σ(s), T )q(s)xα(ϕ(s))∆s

+

∫

∞

t

[gn−l(σ(s), T ) − gn−l(σ(s), t)]q(s)xα(ϕ(s))∆s, t > T.
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It can easily be verified that we have for s > t > T ,

gn−l(σ(s), T ) − gn−l(σ(s), t) > (t − T )

∏n−l

i=2 (σi(s) − T )
∏n−l−1

i=1 βi

.

In view of this inequality,

(3.5) y∆l−1

(t) > y∆l−1

(T ) +
1

∏n−l−1
i=1 βi

∫ t

T

n−l
∏

i=1

(σi(s) − T )q(s)xα(ϕ(s))∆s

+
(t − T )

∏n−l−1
i=1 βi

∫

∞

t

n−l
∏

i=2

(σi(s) − T )q(s)xα(ϕ(s))∆s, t > T.

Let us denote the right-hand side of (3.5) by u(t). It is easy to see that u(t) > 0 and

satisfies the second order dynamic equation

(3.6) u∆∆(t) +
gn−l−1(σ

2(t), T )

βn−l−1
q(t)xα(ϕ(t)) = 0, t > T.

On the other hand, from (3.1), (3.3), and the fact that x(t) > 0, y(t) > 0, y∆(t) > 0,

it follows that there exists a constant 0 < λ < 1 such that for T sufficiently large,

(3.7) x(t) > λy(t), t > T.

Combining (2.2) with x replaced by y and n replaced by l, (3.7), and the fact that

y∆l−1

(t) > u(t), we obtain

x(ϕ(t)) >
hl−1(ϕ(t), σ(T ))

βl−1
λu(ϕ(t))

for t > T1 > T sufficiently large. In view of this inequality, it follows from (3.6) that

u∆∆(t) + λα
gn−l−1(ϕ(t), T )gα

l−1(σ(T ), ϕ(t))

βn−l−1(βl−1)α
q(t)uα(ϕ(t)) 6 0, t > T1.

We have shown that (3.2) has an eventually positive solution. This, however, con-

tradicts the assumption of the theorem. The proof is similar if x is an eventually

negative solution of Equation (1.1). �

Remark 3.1. In the proof of Theorem 3.1, the fact that l > 1 is crucial. It should

also be noted that the case l = 0 is possible only when n is odd. It follows that, for

unbounded solutions of Equation (1.1), the integer l associated with y is > 2. Hence

unbounded solutions of Equation (1.1) must be oscillatory if n is odd.
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Theorem 3.2. Assume that q(t) > 0. If the second order delay dynamic equation

u∆∆(t) + cλαgα
l−1(σ(T ), ϕ(t))gn−l−1(ϕ(t), T )q(t)uα(ϕ(t)) = 0,

where c := 1/βn−l−1(βl−1)
α, is oscillatory for every constant 0 < λ < 1, every

T > t0, and every integer 1 6 l 6 n − 1, then Equation (1.1) is oscillatory.

P r o o f. The proof follows from Theorem 3.1 and Lemma 2.4. �

Corollary 3.1. Assume that α = 1 and q(t) > 0. If the second order delay

dynamic equation

u∆∆(t) +
λ

(

βn−2

∏n−3
i=1 βi

)2 (ϕ(t) − σ(T ))n−2q(t)u(ϕ(t)) = 0

is oscillatory for every constant 0 < λ < 1 and every T > t0, then Equation (1.1) is

oscillatory.

Several oscillation criteria for Equation (1.1) can now be obtained from known

oscillation criteria that already exist for (3.2) by means of Theorem 3.1. At this

stage, we will give some examples to illustrate the extent of the use of Theorem 3.1.

The following results deal with the second order delay dynamic equation

(3.8) x∆∆(t) + p(t)|x(ϕ(t))|α−1x(ϕ(t)) = 0, t ∈ [t0,∞)T,

where p ∈ Crd([t0,∞)T,R), p(t) > 0, p(t) 6≡ 0 on [T,∞)T for any T > t0. The first

several results consider the superlinear and linear cases.

Theorem 3.3 ([6]). Suppose that α > 1 and

(3.9)

∫

∞

σ(s)p(s)∆s = ∞.

If

(3.10) lim sup
t→∞

{

t

∫

∞

t

p(s)
(ϕ(s)

s

)α

∆s

}

= ∞,

then Equation (3.8) is oscillatory.

Theorem 3.4 ([6]). Suppose that α > 1 and (3.9) holds. If

(3.11) lim sup
t→∞

∫ t

t0

p(s)σ(s)
(ϕ(s)

σ(s)

)α

∆s = ∞,

then Equation (3.8) is oscillatory.
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Theorem 3.5 ([9]). Suppose that α > 1 and σ(t) = O(ϕ(t)) as t → ∞. If (3.9)

holds, then Equation (3.8) is oscillatory.

Corollary 3.2 ([6]). Suppose that α > 1 and (3.9) holds. If

(3.12) lim sup
t→∞

∫ t

t0

p(s)
(ϕ(s)

σ(s)

)α

∆s = ∞,

then Equation (3.8) is oscillatory.

Similarly, for the sublinear case we have:

Theorem 3.6 ([10]). Suppose that 0 < α < 1. If

(3.13)

∫

∞

(ϕ(s))αp(s)∆s = ∞,

then Equation (3.8) is oscillatory.

Corollary 3.3 ([6]). Suppose that 0 < α 6 1 and (3.9) holds. If (3.12) holds,

then Equation (3.8) is oscillatory.

4. Applications

Corollary 4.1. Suppose that α > 1 and

(4.1)

∫

∞

σ(s)(ϕ(s))n−2q(s)∆s = ∞.

If

(4.2) lim sup
t→∞

{

t

∫

∞

t

s−α(ϕ(s))n+α−2q(s)∆s

}

= ∞,

then Equation (1.1) is oscillatory.

P r o o f. Conditions (4.1) and (4.2) are sufficient for (3.9) and (3.10) to hold

with

p(t) = λα
gn−l−1(ϕ(t), T )gα

l−1(σ(T ), ϕ(t))

βn−l−1(βl−1)α
q(t),

respectively. Note that if the conditions (3.9) and (3.10) are satisfied for l = 1, then

they hold for all 1 6 l 6 n − 1. Hence (3.2) can not have an eventually positive

solution. �
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Corollary 4.2. Suppose that α > 1 and (4.1) holds. If

(4.3) lim sup
t→∞

∫ t

t0

(ϕ(s))n+α−2(σ(s))1−αq(s)∆s = ∞,

then Equation (1.1) is oscillatory.

P r o o f. Conditions (4.1) and (4.3) are sufficient for (3.9) and (3.11) to hold

with

p(t) = λα
gn−l−1(ϕ(t), T )gα

l−1(σ(T ), ϕ(t))

βn−l−1(βl−1)α
q(t),

respectively. Note that if the conditions (3.9) and (3.11) are satisfied for l = 1, then

they hold for all 1 6 l 6 n − 1. Hence (3.2) can not have an eventually positive

solution. �

Corollary 4.3. Suppose that α > 1 and σ(t) = O(ϕ(t)) as t → ∞. If (4.1) holds,

then Equation (1.1) is oscillatory.

P r o o f. Condition (4.1) is sufficient for (3.9) to hold with

p(t) = λα
gn−l−1(ϕ(t), T )gα

l−1(σ(T ), ϕ(t))

βn−l−1(βl−1)α
q(t).

Note that if (3.9) is satisfied for l = 1, then it holds for all 1 6 l 6 n − 1. Hence

(3.2) can not have an eventually positive solution. �

Corollary 4.4. Suppose that α > 1 and (4.1) holds. If

(4.4) lim sup
t→∞

∫ t

t0

(ϕ(s))n+α−2(σ(s))−αq(s)∆s = ∞,

then Equation (1.1) is oscillatory.

P r o o f. Conditions (4.1) and (4.4) are sufficient for (3.9) and (3.12) to hold

with

p(t) = λα
gn−l−1(ϕ(t), T )gα

l−1(σ(T ), ϕ(t))

βn−l−1(βl−1)α
q(t),

respectively. Note that if the conditions (3.9) and (3.12) are satisfied for l = 1, then

they hold for all 1 6 l 6 n − 1. Hence (3.2) can not have an eventually positive

solution. �
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Corollary 4.5. Suppose that 0 < α < 1. If

(4.5)

∫

∞

(ϕ(s))α(n−1)q(s)∆s = ∞,

then Equation (1.1) is oscillatory.

P r o o f. Condition (4.5) is sufficient for (3.13) to hold with

p(t) = λα
gn−l−1(ϕ(t), T )gα

l−1(σ(T ), ϕ(t))

βn−l−1(βl−1)α
q(t).

Note that if (3.13) is satisfied for l = n− 1, then it holds for all 1 6 l 6 n− 1. Hence

(3.2) can not have an eventually positive solution. �

Corollary 4.6. Suppose that 0 < α 6 1 and

(4.6)

∫

∞

σ(s)(ϕ(s))α(n−2)q(s)∆s = ∞.

If

(4.7) lim sup
t→∞

∫ t

t0

(ϕ(s))α(n−1)(σ(s))−αq(s)∆s = ∞,

then Equation (1.1) is oscillatory.

P r o o f. Conditions (4.6) and (4.7) are sufficient for (3.9) and (3.12) to hold

with

p(t) = λα
gn−l−1(ϕ(t), T )gα

l−1(σ(T ), ϕ(t))

βn−l−1(βl−1)α
q(t),

respectively. Note that if the conditions (3.9) and (3.12) are satisfied for l = n − 1,

then they hold for all 1 6 l 6 n− 1. Hence (3.2) can not have an eventually positive

solution. �

References

[1] R.P.Agarwal, M.Bohner: Basic calculus on time scales and some of its applications.
Result. Math. 35 (1999), 3–22.

[2] M.Bohner, A. Peterson: Dynamic Equations on Time Scales. Birkhäuser, Boston, 2001.
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