CANKAYA UNIVERSITY
GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES
COMPUTER ENGINEERING

MASTER THESIS

EFFECT OF NOISE ON EDGE DETECTION TECHNIQUES

ALAA MAHMOOD

FEBRUARY 2014


http://www.cankaya.edu.tr/akademik_birimler/fenbilimleri/matematik/index_en.php

~ i Thecies R o AT =
» of the Thesis: Effect of Noise on Edge Detection Techniques

TS ¢
10 Ul X
f 136 €

hmitted by: Alaa MAHMOOD

Su

Approval of Graduate School of Natural and Applied Scie

Prof. Dr. Taner ALTUNOK

Director

atisfies all the requirements as a thesis for the degree of Master

7
Assist. %of. D{llciurat SARAN
Acting Head of Department

o certify that I have read this thesis and that in my opinion it is fully adequate, 1n

e and quality, as a thesis for the degree of Master of Science.
‘M

Assoc‘.‘Prof. Dr. H.Hakan MARAS

Supervisor

Exammation Date: 24.02.20\4

Examining Committee Members S
/

Assoc.Prof. Dr.Hadi Hakan MARAS (Cankaya Univ.)
EZ 2 151 AE s /

Assist Prof Dr.Reza ZARE HASSANPOUR (Cankaya Univ.) ﬂ =
7

Assoc.Prof Dr.Ersin ELBASI (TUBITAK) V




STATE OF NON-PLAGIARISM

ument has been obtained and
al conduct. 1 also declare
1 and referenced all

1 hereby declare that all information in this doc
presented in accordance with academic rules and ethic
that, as required by these rules and conduct, 1 have fully citec
material and results that are not original to this work.

/

Name, Last Name: Alaa MAHMOOD
1,

Signature:

Date: :
S el iy e\



ABSTRACT

EFFECT OF NOISE ON EDGE DETECTION TECHNIQUES

MAHMOOD, Alaa
M.Sc., Department of Computer Engineering
Supervisor: Assoc. Prof. Dr. H.Hakan Maras

February 2014, 108 Pages

The subject of identification edge in images has a wide application in various fields for
that it’s considered one of the important topics in a digital image processing. There are
many algorithms to detect the edge in images, but the performance of these algorithms
depends on the type of image, the environment of the image and the threshold value of
the edge algorithm. In this thesis five edge detection algorithms were evaluated by using
several types of original images, these images were placed in multi-environments (clean,
noisy, and de-noised). According to this evaluation results, the best edge detection

algorithm and the best threshold value were found in each environment.

Keywords: edge detection, noise, noise removal
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GURULTUNUN KENAR BELIRLEME TEKNIKLERINE ETKISI

Mahmood, Alaa
Yiikseklisans, Bilgisayar Miithendisligi Anabilim Dal1
Tez Yoneticisi : Dog. Dr. H.Hakan Maras

Subat 2014, 108 sayfa

Goriintiilerde kenarlarin belirlenmesi, degisik calisma alanlarinda genis yer bulmasi
nedeniyle, sayisal goriintii islemenin ©6nemli konularindan birini olusturmaktadir.
Goriintiilerdeki kenarlarin belirlenmesi i¢in bir¢cok algoritma bulunmaktadir, fakat
algoritmanin performansi, goriintiiniin tipine, bulundugu ortama ve algoritmada
kullanilan esik degere baghdir. Bu tez ¢alismasinda, orijinal goriintiilerin degisik etkilere
(temiz, giirtiltiili, gilriiltiiden arindirilmis) biiriindiiriilerek olusturulan c¢esitli formlari
kullanilarak bes kenar belirleme algoritmasi degerlendirilmistir. Bu degerlendirme
sonucunda, her ortamda en iyi kenar belirleme algoritmasi ve en iyi esik deger

belirlenmistir.

Anahtar Kelimeler: kenar belirleme, giiriiltii, giiriiltiiden arindirma
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CHAPTER 1
INTRODUCTION
1.1 Background

The edges of the image can be defined as the pixels that occur in the boundary and
connect two different areas [1, 2, 3], the edges of an image always refer to a high
frequency in the image. Edge detection is for checking the edges in images, for that it is
considered a kind of image segmentation techniques [3]. The edge detection system goal
is to convert the data of the image to reduce the size of data which is going to be handled
[4], this detection helps for compression of data, segmentation of images, and images
matching, like image reconstruction. Generally, the identification of edge in images is
considered as an important topic in image processing, because of its great importance in
various applications like pattern recognition and scene analysis. Too many researches
were made in this area to achieve the ability to identify edges with high accuracy,
especially in aerial images that are captured from the satellites [5]. The accuracy of the
detection depends on the efficiency of the algorithm used, so studies and researches have
been conducted to discover new methods in identifying the edges and to develop the
existing methods to get a convenient way and good results in various applications. The
reason for the determination of the edge is because of the representation of the
components by the edge is more understandable than an ordinary image, furthermore the
human ability to distinguish between components is better by using lines [6]. There are
many methods to find the edges in images. Calculating the differentiation of an image is
considered one of the most common methods of edge detection system. The first- and
second-order derivative of an image are obtained using the gradient and the Laplacian
respectively. It is known that each edge algorithm has a threshold value, choosing the

best algorithm and the best threshold value depends on the type of image and the



environment of the image, for that reason it becomes necessary to find evaluation for

these Algorithms by using several types of images in multi environments.

1.2 Aim of the Study

The aim of this study, is to evaluate five algorithms of edge detection which are Roberts,
Sobel, Prewitt, LOG, and Canny in multi environments (clean, noisy and de-nosing) by
using several types of original images (binary image, graphic image, high frequency
image, low frequency image, median frequency image, and texture image) and then
determine the best algorithm. In noisy environment the following noises was used
Gaussian, salt and pepper and speckle, and the following noise removal was used in the
de-noising environment mean, median, Wiener and Alpha trimmed mean filters. It’s
known that for every edge detection algorithm has a threshold value, if the current pixel
value is less than the defined threshold in strength, it will be considered an edge pixel.
The change rate of the threshold value in all environments is also explained through this

study.
1.3 Literature Review

The subject of identifying the edge is considered one of the topics that received a big
attention from researchers. Hence, many algorithms in this area are appeared. The first
algorithm in edge detection “Roberts” is submitted in 1965. This algorithm depended on
the point and its neighboring points. Then there was an evolution in the concepts of the
determination of the edge in 1970. Two methods are proposed by Prewitt and Sobel [7].
The methods depended on the edges of the points that have high values in covariance or
regression. In 1980, a new method appeared (Marr & Hildreth), which actually makes
smoothing to the image before edge detection. In 1983 Canny method appeared, Canny
used smoothing operation and he was interested in treatment of the weak edges [4].
After that, many methods appeared which focused on the studying of the edge detection
methods and comparing them such as the research presented by Vliet, Young & Beckers.

They have shown that the Laplace operator is effective and flexible in the detection of



one pixel thick edges [8]. Then Ziou & Tabbone explained the mutual influence between
edges and the existing edge detectors [9]. Heath, Sarkar, Sanocki & Bowyer, have
chosen four edge detection methods and applied on eight images and they also
conducted a statistical study on the performance of each method [10]. Min C. Shin,
Dmitry B. Goldgof, Kevin W. Bowyer and Savvas Nikiforou have shown that the Canny
algorithm had a good performance and reliability with all image sequences for motion
[11]. Ruman and Soahel calculated the execution of the Prewitt algorithm for noisy
images Gaussian, salt and pepper, speckle and they concluded that this algorithm didn’t
work with the noisy images [12]. Ruman and Himanshy worked on many classical edge
detection algorithms and they were able to show the advantages and disadvantages of
these classical edge detection algorithms and They concluded that the Canny algorithm
is more complex to compute and perform compared to other operators, and this
algorithm works better than all algorithms under almost all environments [13]. Nandheta
and Etal worked on wavelet and they showed that these algorithms gives better results if
the noise was removed from the source images [14]. Wnag luo worked on the colony
images and he reached a result that the classical algorithms did not operate properly with
the colony images, but the Canny edge detector worked best both visually and
quantitatively [15]. Sara, Ehsan and Hamid have shown that the Boolean edge detector
performs surprisingly similarly to the Canny edge detector even though they both take
drastically different approaches [16]. Shashidhar and Roshan worked on the Haar based
on the Prewitt algorithm and they concluded that the canny algorithm is better than the
Haar based on the Prewitt algorithm and also the canny algorithm that depends on
parameters, that are adjustable, operate in a better way in noisy and blur images [17].
LiBin and Mehdi Samiei have shown that Canny algorithm is not liable to interfering
noise and it has the power to detect weak edges that are true. And this algorithm can be
called an optimal algorithm [56]. Shrivakshan and Chandrasekar have shown that Canny
edge algorithm works well in all environments by changing its parameters and this
algorithm is most costly in comparing to Sobel, Prewitt and Roberts [57]. Additionally
books [18, 19, 20, 21, 22] are also emphasized the important resources in the edge

detection subject.



1.4 Thesis Overview

This thesis is organized as follows. Chapter two presents, the edge detection techniques.
In Chapter three, the tools and methods are discussed. Chapter four shows the practical
results conducted in this study. Finally chapter five contains the discussions and

conclusions.



CHPTER 2
EDGE DETECTION TECHNIQUES

This chapter contains an explanation in detail about the edge, types of edge, edge
applications, edge detection, edge detection methods, edge detection algorithms, noise,

types of noise, noisy image, image restoration and image filters.
2.1 Edgeinan Image

An edge is generally defined as the boundary where a considerable change happens in
some sides of the digital image. Changes in the physical aspect manifest themselves in a
variety of ways, such as changes in intensity, color or texture. The variations in physical
aspect can be caused by interruption in depth, direction of the surface and differences in
lighting [23]. Edge is an information in an image that can be found by looking at the
relationship between a pixel and its neighbors. If a pixel’s gray-level value is similar to
those around it, probably there is no edge at that point. However, if a pixel has
neighbors with widely varying gray levels, it may represent an edge point. The edge is
considered as a high frequency in the image, therefore, it is a discontinuity in the gray-

level values.

2.2 Types of Edge

e Step edge
e Ramp edge
e Lineedge
e Roof edge

Ramp edge Roof edge



Figure 2.1: Types of Edge

Step edge: the image intensity abruptly changes from one value to one side of the
discontinuity to a different value on the opposite side.

Ramp edge: a step edge where the intensity change is not instantaneous, but occurs over

a finite distance.

Line edge: the image intensity abruptly changes value, but then returns to the starting

value within some short distance.

Roof edge: a ridge edge where the intensity change is not instantaneous, but occur over a
finite distance (usually generated by the intersection of surfaces).

2.3 Edge Detection in an Image

Edge detection is a type of image segmentation methods which decides the presence of
an edge in an image [24]. It is the process of characterizing the intensity changes in an
image in terms of the physical processes that have originated them. Edge detection is
considered a high pass filter that can be applied to extract the edge points in an image.
An edge detection system is dependent on a variety of factors like the application or
context in which it is used, noise in the source image and level of edge details required.
The edge detection system goal is to convert the data of the image to reduce the size of
data which is going to be handled [25].



There are several steps that must be characterized by an edge detection system to get a
successful result:

= Smoothing: Removing noise from the source image, without effecting on the true
edges.

» Enhancement: Emphasizing pixels which have an important change in the local
intensity.

= Detection: identify true edges.

= Localization: Locate the edge accurately or determine the exact location of an
edge, estimate edge orientation.

2.4 Applications of Edge Detection

An edge detection system has a wide variety of applications, as shown below in the
following figure:

image
segmentation )
computer image
vision compression

enhancement encryption

edge detection
applications

security- medical
surveillance diagnosis

Figure 2.2: Applications of Edge Detection System



Segmentation: it refers to the procedure of dividing an image into several parts such that
pixels in each segment share certain visual characteristics. The result of image
segmentation is a set of contours or segments that collectively cover the entire image.
Image segmentation is used in a variety of fields like satellite imagery, environmental

studies, face recognition, and medical imaging [26].

Compression: in order to reduce the amount of important data that are required to be
stored while retaining most of the image information, an image must be represented by
its edges. Transmitting of the edge pixels in an image or multimedia would result in a
great deal of compression and there exist very reliable algorithms to reconstruct the
entire image (or sequence of images) based on the edge map. Therefore, edge detection

is applicable in image compression techniques.

Enhancement: An edge detection filter can also be used to improve the appearance of
blurred or anti-aliased video streams. The fusing of edges to a blurry image would give
perception of an enhanced (sharper) output and this concept is the basis of some image
enhancement algorithms that utilize edge detectors.

Encryption: Edge detection techniques are applied in the field of image encryption and
multimedia communication as edge information can be manipulated to carry hidden data
in it. This data would be secure compared to encryption methods were less significant
portions of the image store the secret data and they are lost when the image (multimedia)

is stored in common compressed forms [58].

Computer Vision: Edge detection is helpful in various applications of computer vision
like in simple object counting in a speeding production lane. An edge detection module
forms the front end of most of these vision systems. Here it is important that the edge

detection module operates in real time and has tolerance to noise [58].



Security: In the field of security and surveillance several methods exist to identify and
verify humans based on their biometrics. Face and its features form one such important
biometric based on which humans can be identified and verified. Face recognition based

on edge maps is one of the popular methods [58].
2.5 Introduction to an Edge Detection Methods

One of the most common techniques for edge detection is to find the differentiation of
an image. The first-order-derivative in an image is obtained using the gradient, and the
second-order-derivative is produced using the Laplacian. Before talking about the edge
detection algorithms, a brief explanation must be given about the gradient and
Laplacian, which are based on the principle of differentiation.

2.5.1 Gradient

The gradient detects the edges by looking for the maximum and minimum in the first
derivative of the image. From figure 2.3, it can be seen that, at the point of greatest slope

in f(x) the first derivative f'(x) has a maximum value.

f(x)

7

Figure 2.3: F(X) and F'(X)

The variation in space of any quantity can be represented (e.g. graphically) by a slope.
The gradient represents the steepness and direction of that slope. Mathematically, the
gradient of a two-variable function (here the image intensity function) at each image

point is a two dimensional vector with the components given by the derivatives in the



horizontal and vertical directions as it is shown below:

Gradient:
of
Vf(xy) = |57
ay
(2.1)

Gradient magnitude:

of (x,y) of (x,y)
71 = ey 4 LDy @2
Gradient direction:
_ —1,0f(x,y) ,0f(x,y)
6 = tan (_6x / T ) (2.3)

Now let’s review the partial derivatives. When taking the partial derivative of f that is
related to x, it will determine how rapidly the image intensity changes as x changes. For
a continuous function, f(x,y) the partial derivative of this function that is related to x

will be as in equation 2.4.

of (xy) _ 4.
—n = limpe g

(2.4)

f(x+Ax,y)—f(x,y)
Ax

In the discrete case, only the differences can be taken at one pixel intervals. So the
difference can be taken either between f(x, y) and the pixel before it, or the pixel after

it. Therefore it will be as in equation 2.5.

af (x,y) ~ fOe+1,y)—f(x,y) (25)
ox 2
By similar reasoning, %’;‘” can be computed in equation 2.6.
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af(x,y) ~ f(x,y+1)—f(X,y) (2 6)
oy 2 )

By combining the equations (2.5) and (2.6) a complete method for computing the image
gradient can be obtained. The approximation of the gradient to a discrete two
dimensional function for vertical (equation 2.8) and horizontal (equation 2.7) direction is

given below:

Horizontal - differentiation approximation

Gx =72 = fx+1,) ~ f(xy) 27)
Vertical - differentiation approximation

Gy =2E0 = f,y + 1) = f(xy) (28)

Depending on the above equations (2.7) and (2.8) the approximation of the gradient,
gradient magnitude and the gradient direction to a discrete two dimensional function will
be shown in the following equations, 2.9, 2.10 and 2.11.

c=[3] e
|G| = |Gx| + |Gy| (2.10)

0 =tan™?! (%)

(2.11)
2.5.2 Laplacian

This method looks for zero in the second derivative of the image in order to locate the
edge of the input image. From figure 2.4, it can be seen that, when the first derivative

f'(x) has a maximum value, the second derivative f”"(x) will be having a zero crossing.
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f')

Figure 2.4: f'(x) and f*"(x)

The Laplace operator in mathematicsis a2" differential operator given by the

divergence (V.) of the gradient (V ). The symbolsV.V, ¥V ‘orA stand for the
Laplacian. So for a function f that can be derived twice, the Laplacian of this function is

presented by equation 2.12
Af =V*f =V.Vf
(2.12)

The Laplacian of a continuous two dimensional function will be as follows in equation
2.13 below:

*f(xy) | 9*f(xy)
Af (x,y) = L824 21

(2.13)

The approximation of a Laplacian operator for a discrete two dimensional function is

given by equation 2.14 below:

Af(X’Y) zf(-x-i_ 1:)’) +f(x_ 1:)’) +f(x,}’+ 1) +f(x'y_ 1) _4f(x'y)
(2.14)

2.6 Edge Detection Algorithms

Edge detection is an active area of research where several algorithms are being
developed to suit different purposes and applications. It is a proven fact that not all edge
detection algorithms are suitable for all types of applications [27]. Still, there are popular
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edge detection algorithms that form a broad basis for developing algorithms suitable for
specific purposes [28]. This thesis considers the following five popular edge detection

algorithms:

Roberts.
Sobel.
Prewitt.

Laplacian of Gaussian (LOG).

o B~ W D

Canny.

Roberts, Sobels and Prewitts algorithms used the first derivative, LOG algorithm used

the second order derivative, Canny algorithm is an optimal edge detection.

2.6.1 Roberts operator

It is a nonlinear and first-order operator [29], in which the edge is found by using the
partial derivative. This operator depends in it is operation on finding an approximation
between two neighboring diagonally pixels, of the gradient amplitude to detect edges.
This algorithm is simple and quick to be performed and computed. The operator consists
of two kernels and the size of each one is 2x2, both kernels are completely similar but
the only difference between them is 90° [29]. Robert’s edge detector is based on a small
diagonal convolution kernel which is shown in Figure 2.5. It is based on the principal
that the edges extracted should be well defined with minimal background noise and the
intensity of the edges should correspond as closely as possible to what humans would

perceive.

+1] 0 0| +1

0 |-1 -110

Gx Gy

Figure 2.5: Robert’s Kernels
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The Robert’s convolution kernel is designed to be more sensitive towards diagonal
edges. The Robert’s kernel is based on equations 2.15 and 2.16. Each kernel when

applied on the image detects the edges along corresponding diagonal directions.

TED = fx+ Ly +1) — (%)

(2.15)

LD = fley+1) ~ fx+1)

(2.16)
2.6.2 Sobel operator

This operator is nonlinear and consisting of 3x3 two convolution kernels as it is shown
in Figure 2.6. The first one gives maximum response of the vertical edge, and the second
one gives maximum response of the horizontal edge [30]. Both kernels have the same
values but the only difference between them is the 90° rotation. This operator is easy to
obtain in space and it is somehow sensitive to noise. It gives truer information about
edge direction, however, the disadvantages of this operator is that it extracts false edges

that have rough edge width.

-1 0| 41 +1 | +2 | +1

210 | +2 0 0 0

-1 0 | +1 -1 -2 -1
GX Gy

Figure 2.6: Sobel Operator

As long as the two kernels are separate, so it is possible to pass each kernel on the source
image to get separately results of the gradient in the vertical and horizontal edges. The
two kernels Gx and Gy can be merged at the same time to compute the gradient
magnitude or the gradient direction [31], as it is predefined in equations (2.9) and (2.10).
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2.6.3 Prewitt operator

Prewitt operator [32], it is a nonlinear operator consists of a pair of 3x3, it is similar to
the Sobel operator and it is used for detecting vertical and horizontal edges in images.
The difference between Sobel and Prewitt is the kernel's values. Figure 2.7 shows the

Prewitt kernels.

-1 0| +1 +1 | 41 | +1

110 |+ o0 |0

-1 0 | +1 -1 -1 -1
GX Gy

Figure 2.7: Prewitt Operator

2.6.4 Laplacian of gaussian operator

The Laplace operator or Laplacian is considered a measure of the second derivative of
an image (two dimensional function). This operator is often applied to an image that has
first been smoothed with Gaussian approximating smoothing filter in order to decrease
its sensitivity to noise. The operator normally takes a single gray level image as input
and produces another gray level image as output. Since the input image is represented as
a set of discrete pixels, a discrete convolution kernel that can give an approximation to
the second derivative in the definition of the Laplacian must be found [32]. Three

commonly used small kernels are shown in following Figure.

Figure 2.8: Laplacian Kernels
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These laplacian operators can be affected by noise very easily because they make an
approximation of the second derivative on the image. Before applying the Laplacian
operator, the image is often smoothed by Gaussian filter in order to avoid this
sensitivity. This pre-processing step reduces noise before the step of image
differentiation. In order to achieve the required result the Gaussian smoothing filter must
be convolved with the Laplacian filter, and then convolve this hybrid filter with the

image.

It is known that the Laplacian and Gaussian kernels are normally smaller than the source
image, and by recalculating in advance then the result would be one kernel only which
means that one convolution is required to be applied on an image [33]. The continuous
two dimensional function of the Laplacian of Gaussian that have zero mean value, with

o (Gaussian standard deviation) has a equation as follows [34]:

Log(x,y) = —1/mc* [1 — (xz;yz)] eng (2.17)

The following Figure shows the discrete approximation kernel of the LOG function,

ato = 1.4.
0|11 2 2 2 1 (110
2 | 4 5 5 5 4 | 2
1(4]5 3 0 3 514 |1
2|53 -12 -24 -12 3152
2|50 -24 -40 24 | 0| 5] 2
2|53 -12 -24 -12 3152
1(4]5 3 0 3 514 |1
112 4 5 5 5 4 121
o111 2 2 2 1110

Figure 2.9: Approximating Kernel of LOG

Note for o0 < 0.5 pixels, the LOG kernel becomes same as the simple Laplacian kernels
that shown in figure 2.8 [35, 36].
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2.6.5 Canny operator

This algorithm is consedred as an optimal edge detector. Canny was successful engineer
and he implemented his goals which are presented in his published work [37]. Canny
followed many criteria to enhance the current algorithms of edge detection. The first
criterium is the error with the low rate which means the detection is a full detection and
the reaction to a non edge pixels is zero. The second criterium is that the edge points are
extracted in a appropriate way, which means that the similarity between the pixels of the
edge that is found by this algorithm and the ideal edge is high similarity. In the third
criterium there is only one reaction to a single edge. The benefit from the third criterium
is the single response whereas the first and the second criteria couldn’t remove the
occurrence of multiple reactions to an edge. According to the above mentioned criteria,
this edge detection algorithm firstly make smoothing to the image to get rid of the noise.
After that it computes the gradient of the input image of the highlighted areas, then goes
along these areas and eleminates any pixel which doesn’t reach the maximum. The
gradient is now decreased by hysteresis which is used to go to the remaining pixels that
weren’t eleminated. Two thresholds are used by the hysteresis, if the gradient magnitude
of a pixel value is below the first threshold, it will be considered as a non edge where as
if it is between the two thresholds it will be considered an edge and if it is greater than
the high threshold it will be an edge if there is a connection between this pixel and the
pixel that it is value between the two thresholds. Canny algorithm can be implemented

by followig the next six steps:
Step 1:-

Before the edge exraction operation, the noise of the original image must be removed,
Gaussian filter can be used in this step and it can be computed by applying a simple
mask through the convolution method. A convolution kernal is normallay smaller than
the input image. Then the kernel passed on the source image, handling a group of pixels
at the same time. When the size of kernel is big, the localization error of the detected

edges a little increase.
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Step 2:-

This step is to compute the edge strength depending on gradient magnitude that can
obtained by using Sobel operator as in Figure 2.6. The Sobel operator [31] uses a pair of
3x3 convolution masks, one estimating the gradient in the x-direction (columns) and the
other estimating the gradient in the y-direction (rows). Then the magnitude of the

gradient is approximated, as it is predefined in equation (2.10).

Step 3:-

In this step by finding the gradient in the x and y directions, the direction of an edge can
be computed. And when the sum of (x) is equal to zero an error will be generated. So it
must be taken into consideration that whenever this error is generated, a restriction must
be set in the code. If the gradient in the x-direction and y-direction are equal to zero then
the edge direction will be 0°, whereas if the gradient in the direction of (x) is zero but the
gradient in the direction of (y) is not zero then the edge direction will be 90°. The
equation (2. 11) shows the edge direction.

Step 4:-

The direction of the edges is known in this step, now the direction of each edge will be
connected to a direction which can be examined in the source image. Consider the pixel

“a” in sub-image with size 5x5 as follows:

X X X X X
X X X X X
X X a X X
X X X X X
X X X X X
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Figure 2.10: 5x5 Sub-Image

The pixel “a” has four probable directions when depicting the pixels that surround the
pixel “a”: 0° in horizontal, 45° in the diagonal that is along the positive side, 90° in
vertical, or 135° in the diagonal that is along the negative side. Therefore the direction of
the edge will be one of these probable directions according to the closest direction. By
looking at the following semicircle that is divided into five regions, it is clear that when
the edge direction is between 0° and 22.5° or between 157.5° and 180° (yellow rang), it
will be set to 0°; and when the edge direction is between 22.5° and 67.5° (green range),
it will be set to 45°; whereas if the edge direction is between 67.5° and 112.5° (blue
range), it will be set to 90°; finally when the edge direction is between 112.5° and 157.5°
(red range), it will be set to 135°.

90°

180° 0°
Figure 2.11: Possible Directions for a Pixel in an Image

Step 5:-

In this step non-maximum suppression will be applied. This method is used to trace
along the edge in the edge direction and block any pixel value that is not an edge pixel.
By doing this a thin line will be given in the output image.

Step 6:-

In this final step hysteresis [38] is used to eliminate streaking which is trying to breaking
up the edge contour that is fluctuating by the edge operator. Hysteresis uses two
thresholds, one of them is high and the other is low. And if the pixel value is between
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the two thresholds it will be an edge pixel but if this value is less than the low threshold
it will be blocked and if it has a value greater than the high threshold and has a
connection with a pixel that has value between the two thresholds also it will be

considered an edge pixel.
2.7 Noise

Photographic technologies often is not ideal, each image will suffer from distortion.
Each Photographic system has the accuracy of discrimination and speed. The limited
accuracy of discrimination and limited speed in the Photographic system often lead to
the loss of image information. One of the important factors which affect the quality of an
edge is the amount of noise present in the original image before edge extraction.
Generally, noise degrades the nature of the source image, and affects the output of the
edge detection algorithms, because the noise and the edges contain high frequencies. Not

all edge extraction algorithms perform equally well in all kinds of noises [39].

Certain algorithms perform better than others under particular types of noises. In
general the noise can be defined as the disturbance tends to intervene in the natural

processes of the device or system [40].
2.7.1 Gaussian noise

It is also called amplifier noise or normal noise, which is statistical noise that has its
probability density function equal to that of the normal distribution. In other words,
noise has a normal distribution. The probability density function of this noise is given by
the following equation (2.18).

— 1 -(z-w?/20?
p(2) = 5=e
(2.18)
u: represent the mean value.
Z: represent the gray level.

o: represent the standard deviation.
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a2: represent the standard square or what is known as the coefficient of variation.

Figure 2.12, shows the PDF of this noise. Note that 70% of this function value in the
range of [(u-o0), (uto)] and 95% from it is value in the range [(u-26), (ut20)] the
Gaussian noise appears in the image either because of poor lighting or high temperature
[41, 42].

p(z)

V270

Gaussian

0.607
\/2_77(;

el

-0 puto

Figure 2.12: PDF of the Gaussian Noise

2.7.2 Salt and pepper noise

It is also called spike or impulse noise [41]. This noise appear as dark pixels in bright
regions of the image and bright pixels in dark regions of the image [42]. This noise
appear due to bit errors in transmission and analog to digital converter errors, etc. The

probability density function of this noise is shown below in equation 2.19.

pa forz=a
p(z) ={pb forz="»b
0 otherwise

(2.19)

If pa or pb is 0, then it becomes a unipolar impulse noise. If both are nonzero and

almost equal, it is called salt-and-pepper noise. This noise can either be positive or

21



negative. It appears in the image as white and black dots or it can also be like saturated
peaks. The following Figure shows the PDF. The impulse noise appears in places, where
there is a fast data transfer, such as (faulty switching) that occurs during photography
operation [41, 42].

Figure 2.13: PDF of the Salt and Pepper Noise
2.7.3 Speckle noise

Speckle noise is a granular noise that inherently exists in the SAR images and it
degrades the quality of them. Speckle has a negative impact on ultrasound imaging, It
increases the gray level mean of a current area. Speckle noise is one of the more
complex noise models. It is signal dependent, multiplicative and non-Gaussian. When
applying this noise to a brighter area of an image, it presents a magnified view and also a
higher random variation can be observed in pixel intensity. And when applying this
noise to a darker area in the image, the random variation will be less observed than when
it is applied to a brighter areas. Therefore, this type of noise is considered signal
dependent and it makes a distorttion to the image in large magnitude. The noise
introduced by multiplicative effect in an image signal can be represented by equation
2.20.

Yi(x,y) = Xi (x,y) fi (x,5) (2.20)

Where Xi (x,y) is the input image signal, fi (x,y) is the multiplicative noise
component and yi (x,y) is the output image signal corrupted with noise. This noise can

be analyzed with multiplicative or non-linear models. The probability density function
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of the multiplicative speckle noise with Rayleigh distributions [43] is given in equation
2.21.

_ (z-a)?
(z—a)e b forz=>a

(
p(z) = 4 (2.21)
LO forz<a

SN

When a > 0 and b is a positive number. The variance o2 and the mean value p of the

above pdf is given by equations 2.22 and 2.23 respectively.

n=a+ \/@ (2.22)

0_2 — b(4—TL')

- (2.23)

2.8 Noisy Image

It is a random and undesirable image contains undesirable information in the image
intensity color, and can be created by the scanner device or the digital camera [41].
Digital images exposure for different types of noise as a result of errors in the image
acquisition or transmitting operation to make changes in the pixel value which do not
reflect the true density of the real scene [44, 45]. The spatial component of the noise is
based on the statistical behavior of the density values. This may be considered as a
random variable characterized by a probability density function (PDF). Probability
density function is a random change description of the probability density at each point
in the sample space [45]. This thesis considered the following types of common noises:
Gaussian, Salt-and-Pepper and Speckle.

2.9 Image Restoration

The ultimate goal of restoration techniques is to improve an image [45, 46]. Restoration
attempts to reconstruct or recover an image that has been degraded by using a priori

knowledge of the degradation phenomenon. Thus, restoration techniques are oriented
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toward modeling the degradation and applying the inverse process in order to recover
the original image. Some restoration techniques are best formulated in the spatial
domain, while others are better suited for the frequency domain. For example, spatial
processing is applicable when the only degradation is additive noise. On the other hand,
degradations such as image blur are difficult to approach in the spatial domain using
small masks. In this case, frequency domain filters based on various criteria of
optimality are the choice of approaches. These filters also take the presence of noise into

account.
2.9.1 Degradation and restoration process in an image

The following figure shows that the degradation process is symbolized as the function
H. The additive noise n(x,y) with this fuction operate on an input image f(x,y) in
order to produce a degraded image g(x,y ). If g(x,y) is available and some knowledge
about H and 1. f"(x, y) is the estimated image and it must be as close as possible to the
input image [37]. More knowledge about H and n will give an estimated image which is

closer to the input image [46].

: 9(x.y) :
Degradation Restoration A
fx, y)|:> function H :>@|:> filter(s) :>f (0 y)

i)

n(x,y)

Degradation Restoration

Figure 2.14: Degradation / Restoration Process

The degraded image g(x,y ) is given in the spatial domain by, eqution 2.24.

gx,y) =h(x,y) = f(x,y) +n(x,y)
(2.24)
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h(x,y) is the spatial representation of the degradation function and, the symbol "*"

stands for convolution. Whereas H is the Fourier transforms of h(x, y).
2.9.2 Image restoration in the presence of noise only spatial filtering

When the function h(x, y) is missing, equation (2.24) become as in equation 2.25.

gx,y)=fxy)+n(x,y)
(2.25)

Spatial filtering is used to handle the images that contain only the additive noise. This
thesis considered the following types of common spatial filters: arithmetic mean filter,

median filter, Alfa trimmed mean filter, Wiener filter.
2.9.2.1 Arithmetic mean filter

This filter is one of the easiest types of the mean filters [46]. Where S, represents the
set of pixels in a sub image window with size m x n which is fixed at point (x, y). This
filter calculates the average value of the degraded image in S,, area. The value of the

enhanced image f"(x,y) at each point in the image is simply the arithmetic mean

computed using the pixels that is defined in the area S,,, as follows:

£ 00Y) = = Vsppesxy 9(: ) (2.26)

A convolution mask can be used to implement this operation and all its coefficients have
value 1/mn. This filter gives good results for the Gaussian noise because the average

operation, but adds blurring effect, especially when the size of the mask is big.
2.9.2.2 Median filter

The famous order statistics filter is the current filter, and its name refers to the
replacement of the current image pixel by the median gray level pixel in the

neighborhood of that pixel [46], as it is shown in the equation 2.27.
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fA(xJ y) = median(s,t)eSxy{g(sf t)}
(2.27)

The current image pixel is entered in the calculation of the median gray level. Median
filters are famous because they provide best noise removal. This filter gives less blurring
results comparison with the linear smoothing filters despite the fact that both of them
have the same size. This filter gives good results in Salt & pepper noise because the sort

operation, but it rounds the corners.
2.9.2.3 Alpha trimmed mean filter

By clipping half value of d gray level values from both sides of the degraded image, in
the block of S,,,. Now let g,(s,t) stand for the residual pixels mn-d. Alpha-trimmed

mean filter finds the averaging to the residual pixels as shown in the equation below:

06 ) = ——Nsoesey Ir (5, £) (2.28)

mn—d

d takes values from 0 to mn -1 . Ford = 0, this filter becomes an arithmetic mean
filter, and when d = (mn — 1) /2, the filter becomes a median filter. The alpha-trimmed
filter is useful in situations involving multiple types of noise, such as a combination of
salt-and-pepper and Gaussian noise for other values of d. This filter gives good results
in salt-and-pepper noise and Gaussian noise because of the sorting and average
operations.

2.9.2.4 Minimum mean square error filtering

This method considers images and noise as a random process. The aim of this method is
to find an estimate £ of the uncorrupted image f until the mean square error between

them is minimized [46]. This error is shown blow in equation 2.29.

e? =E{(f - )% (2.29)

Where E{.} it is the expected value of the argument. The noise and the image are

assumed to be not correlated or one of them has zero mean; and that the gray levels in
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the estimate are a linear function of the levels in the degraded image. The frequency
domain expression in equation 2.30 below, of the minimum error function that is

dependent on the above criteria:

A 1 |H (u,v)|?
u,v) = * G(u,v
Fen [w st | ()

(2.30)

As it is known that the product of a complex quantity multiplied by its conjugate, is the
squared magnitude of the complex quantity.

Se(u,v) = |f(u, v)|? = Power spectral of the ungraded image.

Sq(w,v) = [N(u, v)|? = Power spectral of the noise.
H(u,v) = Degradation function.

H*(u, v) = Complex conjugate of H(u, v).
|H(u,v)|? = H*(u,v) H(u, v).

So the wiener filter minimizes the overall mean square error also it is easy to see from
equation (2.30) that the Wiener filter has two separate parts, an inverse filtering part and

a noise smoothing part.

2.10 Algorithms Evaluation

In this thesis the normalized correlation (NC) and the PSNR were used to evaluate the

edge detection algorithms and noise removal algorithms respectively.
2.10.1 Normalized correlation

It is used to find the relation degree between two dependence variables x and y, and its
result is a number between +1 and —1 [47], +1 means full positive correlated signals, 0

means uncorrelated signals, whereas —1 means negative correlated signals. The
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correaltion is called weak correaltion if its value is less than 0.5 and it is called strong
clrrelation if its value greater than 0.5. Karl Pearson developed this correlation from
Francis Galton’s related idea produced in the 1880s [48,49]. The equation of the
normalized correlation is given by equation 2.31.
Yiz, (xi-%) (yi-¥)
[ER s i-R02 [T, =52
(2.31)

r : the correlation factor.

X : mean value of the function (x).

y : mean value of the function (y).

xi: one value from the input signal (x).

yi: one value from the input signal (y).
2.10.2 Peak signal to noise ratio

PSNR defined as the proportion between the noise power and the maximum power of
the input signal. PSNR is often represented in logarithmic decibel scale because a lot of
signals have a range which is dynamic. For example, PSNR is used to measure the
quality of lossy compression codecs, here the signal is the original data, and the noise is
the error that is generated by compression. The higher PSNR value represents higher
quality reconstruction, but sometimes it may not. PSNR is defined via the mean squared

error (MSE) very easily as follows in equation 2.32 [50].

MSE = —— ST S23[1G ) — In(i, )]
(2.32)

The PSNR is defined as in equation 2.33 below:

28



2
PSNR = 10. log;o (o)

(2.33)

Here, MAXI is the maximum possible pixel value of the image. When the pixels are
represented using 8 bits per sample, this is 255. For color images with three RGB values
per pixel, the definition of PSNR is the same except the MSE is the sum over all squared
value differences divided by image size and by three. Alternately, Naturally PSNR
values of video compression and lossy image are between (30 and 50 dB) in 8 bit depth,
whereas for 16 bit the PSNR values are between (60 and 80 dB). For wireless
transmission quality loss, the 20 dB to 25 dB are acceptable values [51,52]. The PSNR is
undefined if there is no noise, and the MSE is zero because the images I and K are
identical [53, 54].
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CHPTER 3
TOOLS AND METHODS
3.1 Tools Used in Thesis

This section is divided into two parts, the first part is talking about the MATLAB
language that is used to implement the algorithms. The second part dealt with the

original images that are used in this thesis.

3.1.1 Matlab

In this thesis, the MATLAB library, version R2013a is used to implement the
algorithms. MATLAB is an abbreviation for Matrix Laboratory. MATLAB is a high-
level language and interactive environment that enables you to perform computationally

intensive tasks. Figure 3.1 shows the MATLAB structure.
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Script v ~ Data Workspace [/ Clear Workspace v (/7 Clear Commands v Library ~  =GJParaliel ¥ v G Add-Ons v ol
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€= = =3 | L » C » ProgramFiles » MATLAB » R2013a » bin » ~lp Matlab
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From the previous Figure 3.1 the MATLAB windows component consists of:

e Workspace
» Displays all the defined variables.
e Command Window
» To execute commands in the MATLAB environment.
e Command History
» Displays record of the commands used.
e File Editor Window

» Define your functions.

The important MATLAB instructions that are used in this study will be given in general
form and explained. More information about MATLAB instructions, can be found in
[55].

MATLAB instruction to read the input images

image read = imread('image path\image name .image extension’)
(3.1)

This instruction was used to read the original images, these images are grayscale images

that have the same size of 256X256 and the same extension “PNG”.

MATLAB noise instruction

Noisy image = imnoise(source image,’ type of noise’, variance value)
(3.2)

This instruction was used to add the following noises: Gaussian noise, Salt and Paper
noise, and Speckle noise, to the original images. The variance that is used in all types of

noise 6=0.01.

MATLAB noise removal instruction

denoising image = filter type(noisy image, [mask size])
(3.3)
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This instruction was used to apply the following spatial filters: Arithmetic Mean Filter,
Median Filter, Alfa trimmed Mean Filter, and Wiener Filter on the noisy images. 3x3

mask size was used in all filters.

MATLAB edge instruction

edge image = edge(source image,’ edge algorithm’, threshold value)
(3.4)

The MATLAB edge instruction mostly depends on the threshold value, by this value
edge ignores all edges that are not stronger than the given threshold value. Changing this
threshold value, the output edge image will be changed. The best threshold value is the
threshold value that gives us an optimal edge detection (i.e. an image contains all edge
details). All edge algorithms use one threshold value except Canny algorithm threshold
is a two-element vector in which the first element is the low threshold, and the second
element is the high threshold. In this thesis the low threshold of the Canny algorithm is
set to zero and the change just will be in the high threshold.

MATLAB correlation instruction

correlation = corr2(imagel ,image?2)

(3.5)
This instruction was used to make an evaluation to the edge detection algorithms.

MATLAB PSNR instruction

psnr value = step(hpsnr ,imagel,image?2)

(3.6)

This instruction was used to make an evaluation to the noise removal algorithms
(filters).
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3.1.2 Original images

The original images that are used in this thesis are divided into six categories as follows:
binary image, graphic image, high frequency image, low frequency image, median
frequency image, and texture image. The binary image is an image that consists of a two
gray level value. The graphic image is an image that every region in it almost contains
the same values of the gray level. If the most frequencies in the image are high
frequencies this image is a high frequency image, if the most frequencies in the image
are low frequencies this image is a low frequency image and if the most frequencies in
the image are median frequencies this image is a median frequency image. Texture
image contains a variety of intensities which form certain repeated patterns [38]. The

original images that are used in this thesis are shown below in the figure 3.2.

binary image graphic image high frequency imag

= 7
i .
7
low frequency image median frequency image texture image

Figure 3.2: Original Images
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3.2 Methodology

The following five edge detection algorithms: Roberts, Sobel, Prewitt, Laplacian of
Gaussian, and Canny are implemented in three environments clean environment, noisy
environment and de-nosing environment, by using the original images that are shown in
the above Figure 3.2. In noise environment, the following types of noise are used:
Gaussian noise, salt-and-pepper noise, and speckle noise, equal variance was used in all
types of noise (o = 0.01). In de-nosing environment the following types of noise
removal (filters) are used: arithmetic mean filter, median filter, Alpha trimmed mean

filter “ATMF” and Wiener filter, all filters have the same mask size 3x3.

3.2.1 Clean environment

In this environment the source images are the original images, the edge detection images
of each original image are obtained by changing the threshold value in MATLAB edge
instruction for each one of the five edge detection algorithms using trial-and-error
method until the output is an optimal edge detection image (image containing all edge
details without losing any edge information and without the presence of any fake edge).

3.2.2 Noisy environment

In this environment the source images are noisy images resulted from adding the noises
that are mentioned previously to the original images. Accordingly the source images are
noisy images (Gaussian, salt and pepper and speckle). The edge detection images for
each noisy image is obtained by using a software which continuously changes the
threshold value for each one of the five edge detection algorithms, until the correlation
factor between the noisy edge detection image and the clean edge detection image
reaches its maximum value. It is important to say that the clean edge detection images

came from the clean environment.
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3.2.3 De-nosing environment

In this environment, the work is divided in two steps:

3WBYIS JUSWUOIIAUT Ued[D : £°¢ aunbi4

1.

In this step, a suitable filter for each type of noise must be chosen, by de-noising
the noisy images using the following spatial filters: mean filter, median filter,
Alfa trimmed mean filter (ATMF), and Wiener filter, all with the same mask size
3x3, after that an evaluation of the noise removal algorithms is used to choose
the suitable filter for each type noise.

The source images are the de-noised images from the previous step. The edge
detection images for each de-noised image are obtained by using a software
which continuously changes the threshold value for each one of the five edge
detection algorithms, until the correlation factor between the de-noised edge
detection image and the clean edge detection image reaches the maximum value.
Hence, this step like section 3.2.2, just the source images are the de-noised

images. Figures 3.3, 3.4, 3.5 and 3.6, describes the whole idea of this study.

0
— ~ o < i
S g8 g
<—g <—§.%Q_
= o joms
7} -
o E°
(@)
> o o A
@) o & 09
[ O o
S = o
= gg
@ 2 = o
El— & |[—E o2
o & e S o
—. —_— o ™3
= P =
” 5 0 3
0Q
o o o
©n - =hoQ
o 5 <2
S o @
= o)
=3 52 = @)
= o 0 o =.
2 2eE| |E
= iy S o= 5
«— «— = «—] =
o) % E(DO _
o = 2 =09, =
e - S E %
= 35 0*2':»# 7
@) —_
& g% 2
(¢ E,.'C?UQ
o | | = 50
ran T




Original images
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Find the edge detection images of each noisy image by changing

one of the five edge detection algorithms, until the correlation fas
image and the clean edge image reaches its maximum value.
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Every edge detection algorithm gives a noisy edge image f

Figure 3.4: Noisy Environment Scheme
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Figure 3.5: Noise Removal Scheme
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Y % \ 4 \ 4 \ 4

Roberts Sobel Prewitt Log Canny
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ﬁ Every edge detection algorithm gives a de-noised edge image for each de-noised w

Figure 3.6: De-Noising Environment Scheme
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CHPTER 4
PRACTICAL RESULTS

In this chapter the results of the edge detection algorithms are shown in multi-
environments. Therefore, this chapter is divided into three sections as follows: the first
section contains the results of clean environment, the second section contains the results

of noisy environment, and the third section contains the result of de-nosing environment.
4.1 Clean Environment Results

Figure 4.1 is threshold values of the edge detection algorithms in the clean environment
and in this figure with all types of original images, it can be seen that the Canny takes
the highest threshold values, LOG takes the lowest threshold values, Sobel and Prewitt
take an identical threshold values and Roberts takes threshold values that is not so
different from the Prewitt and Sobel threshold values. The figures from 4.2 to 4.7 are the
edge detection images of the original images and from these figures it can be seen that
all algorithms give a good detection if the threshold value of each detection algorithm is

chosen in an appropriate way as it is explained in section 3.2.1, and figure 3.3.
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Figure 4.1: Threshold Values of Edge Detection Algorithms in Clean Environment

Prewitt Roberts Sobel

Figure 4.2: Edge Detection Images of Binary Image in Clean Environment

40



Original graphic Image

LOG

Prewitt

Roberts

Sobel

Figure 4.3: Edge Detection Images of Graphic Image in Clean Environment

Prewitt

Roberts

Sobel

Figure 4.4: Edge Detection Images of High-Freq Image in Clean Environment
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Original low-Freq image

LOG

Prewitt

Roberts

Sobel

Figure 4.5: Edge Detection Images of Low-Freq Image in Clean Environment

Prewitt

Roberts

Sobel

Figure 4.6: Edge Detection Images of Median-Freq Image in Clean Environment
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Original texture image

Prewitt

Roberts

LOG

Sobel

Figure 4.7: Edge Detection Images of Texture Image in Clean Environment

4.2 Noisy Environment Results

In this environment the source images are noisy images. Depending on the type of noise

in the original images, this section is divided into three parts.

4.2.1 Noisy environment results-gaussian noisy images

Figure 4.8 is the threshold values of the edge detection algorithms in the noisy

environment-Gaussian noise. In this figure with all types of Gaussian-noisy images, it

can be seen that the Canny takes the highest threshold values, LOG takes the lowest

threshold values, Sobel and Prewitt almost take an identical threshold values and

Roberts takes threshold values that is not so different from the Prewitt and Sobel

threshold values.
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Figure 4.8: Threshold Values of Edge Detection Algorithms in Noisy Environment-Gaussian Noise

Figure 4.9 is the correlation value between the Gaussian-noisy edge images and the
clean edge images that came from the clean environment. In this figure with all types of
Gaussian-noisy images the observation that can be seen that the correlation always is
high with Canny algorithm and always is low with Roberts algorithm except when the
input is the binary or texture image. All edge algorithms give a good detection when the
input is binary image and Roberts gives good detection with the texture image.

Roberts —=fll=Prewitt =—@=—Sobe| ===|0g === Canny

0,9
0,8
0,7
0,6
0,5
0,4
0,3
0,2
0,1

CORRELATION VALUE

BINARY GRAPHIC HIGH-FREQ MEDIAN-FREQ LOW-FREQ TEXTURE
IMAGE IMAGE IMAGE IMAGE IMAGE IMAGE

Figure 4.9: Correlation Values of Noisy Environment-Gaussian Noise
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The figures from 4.10 to 4.15 are the edge detection images of the Gaussian noisy
images. For the edge images figures 4.11, 4.12, 4.13 and 4.14, it can be seen that the
algorithms Roberts, Prewitt and Sobel give bad detection also it is possible to give a
sequence to these algorithms from best to worst detection: Canny, LOG, Prewitt, Sobel

and Roberts.

Prewitt Roberts Sobel

Figure 4.10: Edge Detection Images of Binary Image in Noisy Environment-Gaussian Noise
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Gaussian noisy image

Prewitt Roberts Sobel

Figure 4.11: Edge Detection Images of Graphic Image in Noisy Environment-Gaussian Noise

LOG

Prewitt Roberts Sobel

Figure 4.12: Edge Detection Images of High-Freq Image in Noisy Environment-Gaussian Noise
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Gaussian noisy image

Prewitt Roberts

Sobel

Figure 4.13: Edge Detection Images of Low-Freq Image in Noisy Environment-Gaussian Noise

LOG

Prewitt Roberts

Sobel

Figure 4.14: Edge Detection Images of Median-Freq Image in Noisy Environment-Gaussian Noise
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Gaussian noisy image Canny LOG

%

Prewitt Roberts Sobel

Figure 4.15: Edge Detection Images of Texture Image in Noisy Environment-Gaussian Noise

4.2.2 Noisy environment results-salt and pepper noisy images

Figure 4.16 is the threshold values of the edge detection algorithms in the noisy
environment-salt and pepper noise. In this figure with all types of salt and pepper-noisy
images, it can be seen that the Canny takes the highest threshold values, LOG takes the
lowest threshold values, Sobel, Prewitt and Roberts almost take an identical threshold

values.

Figure 4.17 is the correlation value between the salt and pepper-noisy edge images and
the clean edge images that came from the clean environment. In this figure with all types
of salt and pepper-noisy images the observation that can be seen that the correlation
always is high with Canny algorithm and always is low with Prewitt algorithm except
when the input is the binary. All edge algorithms give a good detection when the input is

binary image and Roberts gives good detection with the texture image.
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Figure 4.16: Threshold Values of Edge Algorithms in Noisy Environment-Salt and Pepper Noise
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Figure 4.17: Correlation Values of Noisy Environment-Salt and Pepper Noise

The figures from 4.18 to 4.23 are the edge detection images of the salt and pepper noisy
images. For the edge images figures 4.19, 4.20, 4.21 and 4.22 it can be seen that the
algorithms Roberts, Prewitt and Sobel give the worst detection.
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Prewitt Roberts Sobel

Figure 4.18: Edge Detection Images of Binary Image in Noisy Environment-Salt and Pepper Noise

Salt and pepper noisy image

Prewitt Roberts Sobel

Figure 4.19: Edge Detection Images of Graphic Image in Noisy Environment-Salt and Pepper Noise
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Prewitt Roberts Sobel

Figure 4.20: Edge Detection Images of High-Freq Image in Noisy Environment-Salt and Pepper Noise

.. il

Salt and pepper noisy image LOG

Prewitt Roberts Sobel

Figure 4.21: Edge Detection Images of Low-Freq Image in Noisy Environment-Salt and Pepper Noise
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Salt and pepper noisy image LOG

Prewitt Roberts Sobel

Figure 4.22: Edge Detection Images of Median-Freq Image in Noisy Environment-Salt and Pepper Noise

Salt and pepper noisy image Canny LOG

7

Prewitt Roberts Sobel

Figure 4.23: Edge Detection Images of Texture-Freq Image in Noisy Environment-Salt and Pepper Noise
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4.2.3 Noisy environment results-speckle noisy images

Figure 4.24 is the threshold values of the edge detection algorithms in the noisy
environment-speckle noise. In this figure with all types of speckle-noisy images, it can
be seen that the Canny takes the highest threshold values, LOG takes the lowest
threshold values, Sobel, Prewitt almost take an identical threshold values and Roberts
takes threshold values that is not so different from the Prewitt and Sobel threshold

values.
Roberts === Prewitt Sobe|l ==¢=Llog === Canny
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Figure 4.24: Threshold Values of Edge Detection Algorithms in Noisy Environment-Speckle Noise

Figure 4.25 is the correlation value between the speckle-noisy edge images and the clean
edge images that came from the clean environment. In this figure with all types of
speckle-noisy images the observation that can be seen that the correlation always is high
with Canny algorithm and always is low with Roberts algorithm except when the input
is the binary or texture image. All edge algorithms give a good detection when the input

is binary image and Roberts gives good detection with the texture image.
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Figure 4.25: Correlation Values of Noisy Environment-Speckle Noise

The figures from 4.26 to 4.31 are the edge detection images of the speckle noisy images.
For the edge images figures 4.28, 4.29 and 4.30, it can be seen that the algorithms
Roberts, Prewitt and Sobel give bad detection also it is possible to give a sequence to

these algorithms from best to worst detection: Canny, LOG, Prewitt, Sobel and Roberts.
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Prewitt

Roberts Sobel

Figure 4.26: Edge Detection Images of Binary Image in Noisy Environment-Speckle Noise

Speckle noisy image

Prewitt

Roberts Sobel

Figure 4.27: Edge Detection Images of Graphic Image in Noisy Environment-Speckle Noise
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Prewitt Roberts Sobel

Figure 4.28: Edge Detection Images of High-Freq Image in Noisy Environment-Speckle Noise

PRI AL i 5k 2 i S

Speckle noisy image

Prewitt Roberts Sobel

Figure 4.29: Edge Detection Images of Low-Freq Image in Noisy Environment-Speckle Noise
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4.3 De-noising Environment

This section is divided into two sub-sections the first sub-section contains the results of
noise removal algorithms and the second sub-section contains the results of de-noising

environment.
4.3.1 Results of noise removal algorithms

Before showing the results of the de-nosing environment, a suitable filter for each type
of noise must be chosen. Figure 4.32 shows the PSNR values between the original

images and the noisy images.

Gaussian noise Salt and pepper noise Speckle noise
35
30
o
@ 25
Z
5 20
-
<
>
x 15
=
[%]
o
10
BINARY GRAPHIC HIGH-FREQ MEDIAN-FREQ LOW-FREQ TEXTURE
IMAGE IMAGE IMAGE IMAGE IMAGE IMAGE

Figure 4.32: PSNR Values between the Original Images and the Noisy Images

4.3.1.1 Results of noise removal algorithms-gaussian noise

Figure 4.33 shows the PSNR between the original images and the de-noising images-
Gaussian noise and it is clear in all types of images the Wiener filter always gives a high
PSNR. The figures from 4.34 to 4.39 are the de-nosing images-Gaussian noise and the
blurring effect is clear on it.
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Figure 4.33: PSNR values between the original images and the de-noising images-Gaussian noise

Mean filter Median filter Wiener filter

Figure 4.34: De-Noising Images of Binary Image-Gaussian Noise
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Clean image

Gaussian noisy image

G5

ATMF

Mean filter

Median filter

Wiener filter

Figure 4.35: De-Noising Images of Graphic Image-Gaussian Noise

Mean filter

Median filter

Wiener filter

Figure 4.36: De-Noising Images of High-Freq Image-Gaussian Noise
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Mean filter Median filter Wiener filter

Figure 4.37: De-Noising Images of Low-Freq Image-Gaussian Noise

Mean filter Median filter Wiener filter

Figure 4.38: De-Noising Images of Median-Freq Image-Gaussian Noise

61



o

_

N

\

o

>
©
o
(5]
=)
£
N E
[
S
>
%
me
s Q2
= =
5 g
s 4
S
ea

3 -
'S 2 = £ 3

n

o

g = g c

32 T E 9 =

8 T € £
8 = ©
e =g o
m e .m m
c e % :
S @ 2

1
8 £ &
o T 8 €
eeeee
g 5 25
E @ £ 8
= E o @

= e .

[<5] o _.I
— S
o e 2 s 5

Ilaf
eeeee
eeeee
= . : 88
8 5 523
s 2232
2 g = g

=
eeeee
= 3
228 35 ¢

» v 2 8
c
- o €

OrnDn...Lg
[
[¢B) g
4.0.Nmn
S & 2 5
mpD: m

S hS
> 8 o35 &
LL S s 3



Mean filter Median filter ATMF === \Wiener filter
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Figure 4.40: PSNR between the Original Images and the De-Noising Images-Salt and Pepper Noise

S

Mean filter Median filter Wiener filter

Figure 4.41: De-Noising Images of Binary Image-Salt and Pepper Noise
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Clean image

Mean filter

Salt and pepper noisy image

Median filter

ATMF

Wiener filter

Figure 4.42: De-Noising Images of Graphic Image-Salt and Pepper Noise

Mean filter

Median filter

Wiener filter

Figure 4.43: De-Noising Images of High-Freq Image-Salt and Pepper Noise
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Mean filter

Salt and pepper noisy image

Median filter

Wiener filter

Figure 4.44: De-Noising Images of Low-Freq Image-Salt and Pepper Noise
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Figure 4.45: De-Noising Images of Median-Freq Image-Salt and Pepper Noise
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Mean filter Median filter ATMF === \Wiener filter
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Figure 4.47: PSNR Values between the Original Images and the De-Noising Images-Speckle Noise

Mean filter Median filter Wiener filter

Figure 4.48: De-Noising Images of Binary Image-Speckle Noise
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Figure 4.49: De-Noising Images of Graphic Image-Speckle Noise

Mean filter

Median filter

Wiener filter

Figure 4.50: De-Noising Images of High-Freq Image-Speckle Noise
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Mean filter Median filter Wiener filter

Figure 4.51: De-Noising Images of Low-Freq Image-Speckle Noise
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Figure 4.52: De-Noising Images of Median-Freq Image-Speckle Noise
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Figure 4.53: De-Noising Images of Texture Image-Speckle Noise

4.3.2 De-noising environment results

In this environment the source images are de-noised images, Depending on the results of
the noise removal algorithms, the suitable filter for a Gaussian-noisy image or Speckle-
noisy image is the Wiener filter and the median filter for salt-and-pepper noisy image.
This section is divided into three parts depending on the type of the de-noised images.

4.3.2.1 De-nosing environment results-gaussian de-noised images

Figure 4.54 is the threshold values of the edge detection algorithms in the de-noising
environment-Gaussian de-noised images. In this figure with all types of Gaussian de-
noised images, it can be seen that the Canny takes the highest threshold values, LOG
takes the lowest threshold values, Sobel, Prewitt almost take an identical threshold
values and Roberts takes threshold values that is not so different from the Prewitt and

Sobel threshold values.
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Figure 4.54: Threshold Values of Edge Detection Algorithms in De-Noising Environment-Gaussian Noise

Figure 4.55 is the correlation values between the edge images of Gaussian de-noised
images and the clean edge images that came from the clean environment. In this figure
with all types of Gaussian-de-noised images the observation that can be seen that the
correlation always is high with Canny algorithm and always is low with Roberts
algorithm except when the input is the binary or texture image. All edge algorithms give
a good detection when the input is binary image and Roberts gives good detection with

the texture image.
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Figure 4.55: Correlation Values of De-Nosing Environment-Gaussian Noise
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The figures from 4.56 to 4.61 are the edge detection images of the Gaussian de-noised
images and these images are enhanced compared with the edge images of the noisy
environment. For the edge images figures 4.11, 4.12, 4.13 and 4.14, it can be seen that
the algorithms Roberts, Prewitt and Sobel still give not good detection although the
Images was enhanced, also it is possible to give a sequence to these algorithms from best
to worst detection: Canny, LOG, Prewitt, Sobel and Roberts.

Prewitt Roberts Sobel

Figure 4.56: Edge Detection Images of Binary Image in De-Noising Environment-Gaussian Noise
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Gaussian de-noising image
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Figure 4.57: Edge Detection Images of Graphic Image in De-Noising Environment-Gaussian Noise

Prewitt Roberts Sobel

Figure 4.58: Edge Detection Images of High-Freq Image in De-Noising Environment-Gaussian Noise
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Figure 4.59: Edge Detection Images of Low-Freq Image in De-Noising Environment-Gaussian Noise

Prewitt Roberts Sobel

Figure 4.60: Edge Detection Images of Median-Freq Image in De-Noising Environment-Gaussian Noise
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Gaussian de-noising image LOG

Prewitt Roberts Sobel

Figure 4.61: Edge Detection Images of Texture Image in De-Noising Environment-Gaussian Noise

4.3.2.2 De-nosing environment results-salt and pepper de-noised images

Figure 4.62 is the threshold values of the edge detection algorithms in the de-noising
environment-salt and pepper de-noised images. In this figure with all types of salt and
pepper de-noised images, it can be seen that the Canny takes the highest threshold
values, LOG takes the lowest threshold values, Sobel, Prewitt almost take an identical
threshold values and Roberts takes threshold values that is not so different from the

Prewitt and Sobel threshold values.

Figure 4.63 is the correlation values between the edge images of salt and pepper de-
noised images and the clean edge images that came from the clean environment. In this
figure with all types of salt and pepper-de-noised images the observation that can be
seen that the correlation always is high with Canny algorithm and always is low with

Sobel algorithm except when the input is the binary. All edge algorithms give a good
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detection when the input is binary image and Roberts gives good detection with the

texture image.
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Figure 4.62: Threshold Values of Edge Algorithms in De-Noising Environment-Salt and Pepper Noise
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Figure 4.63: Correlation Values of De-Nosing Environment-Salt and Pepper Noise

The figures from 4.64 to 4.69 are the edge detection images of the salt and pepper de-
noised images and these images are enhanced compare with the edge images of the
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noisy environment. For the edge images figures 4.12, 4.13 and 4.14, it can be seen that
the algorithms Roberts, Prewitt and Sobel still give not good detection although the

images was enhanced.

1T
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Prewitt Roberts Sobel

Figure 4.64: Edge Detection Images of Binary Image in De-Noising Environment-Salt and Pepper Noise

&

Salt&pepper de-noising image
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Prewitt Roberts Sobel

Figure 4.65: Edge Detection Images of Graphic Image in De-Noising Environment-Salt and Pepper Noise

Prewitt Roberts Sobel

Figure 4.66: Edge Images of High-Freq Image in De-Noising Environment-Salt and Pepper Noise

LOG
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Prewitt Roberts Sobel

Figure 4.69: Edge Detection Images of Texture Image in De-Noising Environment-Salt and Pepper Noise
4.3.2.3 De-nosing environment results-speckle de-noised image

Figure 4.70 is the threshold values of the edge detection algorithms in the de-noising
environment-speckle de-noised images. In this figure with all types of speckle de-noised
images, it can be seen that the Canny takes the highest threshold values, LOG takes the
lowest threshold values, Sobel, Prewitt take an identical threshold values and Roberts
takes threshold values that is not so different from the Prewitt and Sobel threshold

values.
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Figure 4.70: Threshold Values of Edge Detection Algorithms in De-Noising Environment-Speckle Noise

Figure 4.71 is the correlation values between the edge images of speckle de-noised
images and the clean edge images that came from the clean environment. In this figure
with all types of speckle-de-noised images the observation that can be seen that the
correlation always is high with Canny algorithm and always is low with Sobel algorithm
except when the input is the binary. All edge algorithms give a good detection when the

input is binary image and Roberts gives good detection with the texture image.
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Figure 4.71: Correlation Values of De-Nosing Environment-Speckle Noise

The figures from 4.72 to 4.77 are the edge detection images of the speckle de-noised
images and these images are enhanced compare with the edge images of the noisy
environment. For the edge images figures 4.74, 4.75 and 4.76, it can be seen that the
algorithms Roberts, Prewitt and Sobel still give not good detection although the images

was enhanced.

Figure 4.72: Edge Detection Images of Binary Image in De-Noising Environment-Speckle Noise
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Speckle de-noising image

Prewitt Roberts Sobel

Figure 4.73: Edge Detection Images of Graphic Image in De-Noising Environment-Speckle Noise

Prewitt Roberts Sobel

Figure 4.74: Edge Detection Images of High-Freq Image in De-Noising Environment-Speckle Noise
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Speckle de-noising image

Prewitt Roberts Sobel

Figure 4.75: Edge Detection Images of Low-Freq Image in De-Noising Environment-Speckle Noise

Prewitt Roberts Sobel

Figure 4.76: Edge Detection Images of Median-Freq Image in De-Noising Environment-Speckle Noise
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CHPTER 5

DISCUSSIONS AND CONCLUSIONS

5.1 Discussions

In clean environment the edge images, figures (4.2, 4.3, 4.4, 4.5, 4.6, 4.7) show
that all edge detection algorithms can give a good detection in all types of images
if the threshold value for each edge detection algorithm is chosen in an

appropriate way.

In noise removal algorithms, the highest PSNR values are obtained with Wiener
filter in all types of Gaussian-noisy images and speckle-noisy images, figures
(4.33, 4.47) also the median filter with all types of salt and pepper-noisy images
gives the highest PSNR values figure 4.40.

In both noisy and de-noised environments, it is possible to infer the following:

» The edge detection algorithms Sobel, Prewitt and Roberts give the worst
detection (low correlation values) with Gaussian noise and speckle noise
images as in the edge images in figures (4.11, 4.12, 4.13, 4.14, 4.27, 4.28,
4.30) and the correlation figures (4.9, 4.25), the edge detection images of
these algorithms in salt-and-pepper noisy images are even worse than the
previous ones, as in the edge images in figures (4.19, 4.20, 4.21, 4.22,
4.23) and the correlation figure 4.17. In de-noised images (Gaussian, salt
and pepper and speckle) the correlation values of Sobel, Prewitt and
Roberts algorithms increased as shown in correlation figures (4.55, 4.63,

4.71) and the edge images of these algorithms are enhanced as in figures
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(4.57, 4.58, 4.59, 4.60, 4.65, 4.66, 4.67, 4.68, 4.73, 4.74, 4.75, 4.76) but
still didn’t reach the desired detection compared with other edge
detection like LOG and Canny.

Canny edge detection algorithm gave the best detection (the correlation is
always high) in all types of noisy and de-noised images see the
correlation figures (4.9, 4.17, 4.25, 4.55, 4.63, 4.71) but this algorithm is
computationally more expensive compared with the other edge detection

algorithms.

All edge detection algorithms give a good detection in all types of noise
and de-noised binary images see the edge images, figures (4.10, 4.18,
4.26, 4.56, 4.64, 4.72).

The Roberts edge detection algorithm gives a good detection in all types
of noise and de-noised texture images as in the edge images in figures
(4.15, 4.23, 4.31, 4.61, 4.69, 4.77).

The order of these algorithms that were used in this study from best to

worst detection Canny, LOG, Sobel, Prewitt, Roberts respectively.

All algorithms are facing difficulties with the high-frequency image
compared with the other images like binary image, graphic image and

low frequency image.

In all types of images of all environments the threshold figures (4.8, 4.16, 4.24,
4.54, 4.62 and 4.70) show the following:

» The threshold value for each edge detection algorithm isn't fixed value,

this value will be changed if the image type or the image environment is

changed but this change is a slight change.
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» The threshold values of LOG edge detection algorithm token values
between 0.01 and 0.05 and these values represent a lower threshold

values of all the practical results.

» The threshold values of Roberts, Sobel and Prewitt edge detection
algorithms were between 0.05 and 0.45. Furthermore Sobel and Prewitt

edge detection algorithms have closet threshold values.

» The high threshold values of the Canny edge detection algorithm were
between 0.2 and 0.45.

Compression with some works in the literature:

Clear environment

# | Work Result

1 This work (Roberts, Sobel, Prewitt, LOG and Canny) give
complete edge detection if the suitable threshold is
selected

2 [11] Canny is the best edge detector

3 [15] Canny is the best edge detector

4 [16] Canny is the best edge detector

Noisy environment

# | Work Result

1 This work Canny is the best edge detector

2 [13] Canny is the best edge detector

3 [17] Canny is the best edge detector

4 [56] Canny is the best edge detector
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De-noising

environment

# | Work Result

1 This work Canny is the best edge detector

2 [12] Smoothing before detection give good
results

3 [57] Canny is the best edge detector

5.2 Conclusions

In clean environments all algorithms give a good detection if the threshold value

of each algorithm is chosen in appropriate way.

Canny is the best algorithm that can be used in all environments with all types of
images and the best high threshold range is from 0.2 to 0.45. If it is used in the
de-nosing environment, it is preferable to use the Wiener filter, if the source
noise in the image is Gaussian or speckle noise but it is preferable to use the
median filter, if the source noise in the image is the salt and pepper noise, before

extracting the edge by using this algorithm.

In all environments, all edge algorithms give a good detection, if the source

image is the binary image.

In all environments, Roberts’s algorithm gives a good detection, if the source

image is the texture image.

All edge detection facing difficulties with the high-freq image because this image

contains huge details.
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5.3 Future Work

This study is considered the following types of noises: Gaussian noise, Salt and Pepper
noise and Speckle noise and the following types of filters: mean filter, Alpha trimmed
mean filter, median filter and Wiener filter, so it can be extended to include more types
of noises like quantization noise, Poisson noise or a random noise, also it can be
extended with more types of noise removal like geometric mean filter, Gaussian low
pass filter or by making an estimation to the noise parameters if the noise in the noisy

image is unknown noise.
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