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ABSTRACT

MEASURING POLITICAL POLARIZATION USING BIG DATA : THE

CASE OF TURKISH ELECTIONS

SÜRÜCÜ, Selim

M.Sc., Computer Engineering Department

Supervisor: Asst. Prof. Dr. Roya CHOUPANI

Co-Supervisor: Prof Dr. Erdoğan DOĞDU

AUGUST 2020, 56 pages.

Big data has been the driving force behind the latest machine learning and deep

learning accomplishments in many learning tasks. Social media data, as a big data

resource, has recently been used in many social studies to understand the social move-

ments and political and social changes. In this study, we will analyze social media

(Twitter) data to measure political polarization, which is one of the recent concerns

in politics. This study made use of Twitter data collected in the 2019 elections in

Turkey; new metrics are developed to measure the political polarization. We analyzed

the political groups in the social network and then measure political polarization over-

time during the election period. By applying community detection algorithms, we first

identify communities based on the interactions among users. Then, we measure the

interaction among user groups (communities) to successfully show the existence and

growth of political polarization using big data during a general election process. To

the best of our knowledge, this is the first wide-scale big data study on political polar-
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ization in a political election process.

Keywords: Political Polarization, Community Detection, Big Data, Social Media

Analysis.
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ÖZ

BÜYÜK VERİ KULLANARAK SİYASİ KUTUPLAŞMAYI ÖLÇME:

TÜRK SEÇİMLERİ ÖRNEĞİ

SÜRÜCÜ, Selim

Yüksek Lisans, Bilgisayar Mühendisliği Bölümü

Tez Danışman: Dr. Öğr. Üyesi Roya CHOUPANI

Ortak Danışman: Prof. Dr. Erdoğan DOĞDU

Ağustos 2020, 56 sayfa

Büyük veri, birçok öğrenme görevinde en son makine öğrenimi ve derin öğrenme

başarılarının arkasındaki itici güç olmuştur. Sosyal medya verileri, büyük bir veri

kaynağı olarak, sosyal hareketleri, politik ve sosyal değişiklikleri anlamak için birçok

sosyal çalışmada kullanılmıştır. Bu çalışmada, siyasetin son dönem endişelerinden biri

olan siyasi kutuplaşmayı ölçmek için sosyal medya (Twitter) verilerini analiz edeceğiz.

Bu çalışmada, Türkiye’de 2019 seçimlerinde toplanan Twitter verilerinden yararlanıl-

mıştır; siyasi kutuplaşmayı ölçmek için yeni ölçütler geliştirilmiştir. Sosyal ağdaki siyasi

grupları analiz ettik ve ardından seçim döneminde zaman içindeki siyasi kutuplaşmayı

ölçtük. Topluluk algılama algoritmalarını uygulayarak, önce toplulukları kullanıcılar

arasındaki etkileşimlere göre belirleriz.Ardından, genel bir seçim sürecinde büyük veri-

leri kullanarak siyasi kutuplaşmanın varlığını ve büyümesini başarılı bir şekilde göster-

mek için kullanıcı grupları (topluluklar) arasındaki etkileşimi ölçüyoruz. Bildiğimiz

kadarıyla bu, siyasi bir seçim sürecinde ilk geniş ölçekli siyasi kutuplaşmaya ilişkin veri
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çalışmasıdır.

Anahtar Kelimeler: Politik Kutuplaşma, Topluluk Tespiti, Büyük Veri, Sosyal

Medya Analizi
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CHAPTER 1

INTRODUCTION

1.1 Motivations

With the development of communication technologies, radical changes have been

observed in the methods of interaction between individuals. Internet usage comes first

among these changes. Over the years, worldwide Internet usage has increased every

year since 1995 1. Likewise, Internet usage has also been increasing in Turkey 2. Ac-

cording to TUIK’s data in 2019, 88.3% of the households have Internet access and

75.3% of the total population uses the Internet in Turkey. Furthermore, the develop-

ment of Internet technologies and infrastructures resulted in the expansion of Internet

access, which is accessible to almost every location in this country. The usage of the

Internet spans from online games to shopping, music services to social media.

With this increase in Internet usage, the use of social media also increases with

direct proportionality. According to January 2020 statistics, 49% of the world’s popu-

lation and approximately 84% of the Internet users make use of social media3. Social

media are the Internet applications that allow sharing and dissemination of any con-

tent created by users. Roughly, there exist 52 million active users of social media in

Turkey, which constitutes 63% of its population. Additionally, statistics show that

social media usage will keep increasing exponentially in this country. This illustrates

the importance of analysis, analytic applications, and systems to collect and extract

meaningful information from this data. Recently, big data emerged due to high volume

of the social media data.

1https://www.internetworldstats.com/emarketing.htm (accessed : 01.07.2020)
2http : //www.tuik.gov.tr/PreIstatistikTablo.do?istab id = 382 (accessed : 01.07.2020)
3https://www.slideshare.net/DataReportal/digital-2019-turkey-january-2019-v01
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Figure 1.1: Households with Internet access, 2011-2019

In social media, users share emotions, thoughts, photos, etc. about any event

or situation, themselves, or other people, through various means (photo, text, video,

check-in, etc.). These sharing and dialogs between users are called user-based content

(UGC-User Generated Content) and the number of these contents is increasing each

year.

Figure 1.2: Percantage of internet Users in Turkey, 2011-2019

Users can interact with other users on social media using different methods that

vary according to social media channels. Interaction between users can be short- term

(Retweet, Like, Sharing, etc.), especially messaging, and long-term ones (such as adding

friends and following). Along with these interactions, data is accumulated by social

2



media providers. These data are presented to developers through APIs for research

or even the development of independent tools by students, firms, institutions, and re-

searchers.

However, various problems arise with the excess of users on social media such as

unreal accounts, fake news, offensive posts, etc. These problems can be given as ex-

amples. Efforts are being made to prevent such problems automatically [11, 4]. In

addition to that, users can take individual measures, by blocking the person or page

they do not want to interact with or receiving unwanted messages. They can block

them in order not to see any activities in the timeline or alike in their social media.

In social media, users interact with people with whom they share the same emotion,

thoughts, and usually do not interact and communicate with people having different

emotions and thoughts. This is also applied to social media tool usage. For example,

a person sharing or liking content/tweet/post on Facebook, re-tweeting on Twitter, or

tweeting with the same hashtag, shows the same feeling and thought. Twitter is the

best example of the new media in which social, political, and cultural issues, news,

and announcements are shared among users. Twitter founded in the USA (Francisco)

in 2006 has 340 million active users by 2020. It’s believed that an average of approxi-

mately 6,000 tweets is sent per second as of the year 2020 4. The use of Twitter ranks

4th with 9.5% between social media use in Turkey 5.

Furthermore, data on Twitter has been collected for many areas and topics, and

analyses have been made on this collected data. The studies in recent years, include

in social events and movements [47, 3, 28, 56], analyzing users’ behavior [8, 10, 64],

analyzing brands [42, 12], classifying them by doing emotional and sentimental analysis

on twitter data (how happy, crime, etc.) [55], analyzing how users are affected by a

social event (terror, pandemic, etc.) [44, 34, 27, 16, 25, 32]. These studies dealt with

different topics.

4https: //www.oberlo.com/blog/twitter-statistics (accessed : 11.07.2020)
5https: / / gs . statcounter.com/social-media-stats/all/turkey (accessed : 11.07.2020)
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With the shift of social media tools, especially twitter, to the field of political activ-

ity; political parties, politicians, and candidates moved away from classical propaganda

means of sharing information (main media interviews, discussion programs, press con-

ferences) and started to use online media (new media) more actively, which leads these

platforms to become the trend means of political propaganda discussion platforms. Po-

litical posts made here can reach large masses in a short time. Users can also interact

with these tweet messages and the ecosystem created and shared by other users.

In this study, we analyzed the political polarization by using the twitter data we

collected during the 2019 local election period, without knowing the personal informa-

tion and political orientations of the users, by looking at the interactions between the

users. Possible communities will be identified from the collected data using community

detection algorithms, and it will be affirmed that each member is associated with only

one community. When determining communities, an analysis will be made based on

the idea that users who interact with each other will be in the same community. Using

the detected communities, changes in their interactions with each other will be ana-

lyzed. According to our hypothesis, as the election period approaches, we expect the

interaction between the communities to decrease and the interaction to be higher be-

fore or after the election period. For our hypothesis to be correct, it is very important

to identify the communities correctly. Besides, this study will show that users with

close feelings and thoughts can be detected by following the movements of the users

on social media without having prior knowledge.

In previous studies, communities were identified by using candidate or party ac-

counts and prior knowledge about users was obtained. In this study, we tried to make

community determination without needing any information. Also in the elections in

Turkey, the amount of social media data in other studies was substantially less than

the amount of data we use.
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1.2 Big Data

Before delving into the definition of big data, it is necessary to define the data. Gen-

erally speaking, data is the smallest piece of unprocessed information. Any meaningful

or meaningless thing is considered data. With the development of Internet technology

and the growing number of people using the Internet, the data produced is increasing

every year. Approximately 1 000 000 TB (quintillion bytes) data stack is generated

daily [24]. The classified, meaningful, and machine-processable form of this stack of

data is called big data. Big data is expected to contain concepts commonly known as

3V.

• Volume = The smallest unit for data is considered TB. TB and above data

stacks are considered to contain this concept.

• Variety = Data sources and formats are diverse. For example social media,

e-commerce transactions, social media data, financial transactions, etc. are used

as data sources. Nowadays, the data is not just text, but in addition to text data,

it appears in various formats such as video, photo.

• Velocity = The time taken for the data to be generated, collected, and processed

decreases gradually.

In addition to this 3V, there is also 2V.

• Verification = Another component that occurs when it is necessary to check

whether the growing data is safe during the formation and collection. It is also

determined by processing this component if the correct data is delivered, or it

has refrained from the undesired people.

• Value = The component expresses if the data obtained as a result of the

production and processing of big data represents a value.

1.3 Social Networks as Graphs

Social Networks are structures that make it easy to connect users and keep them

up to date with news and a wide variety of other content effectively. Graphs are

5



used to display complex structures such as social networks, communication networks,

technological networks, biological networks, and chemical interaction networks. Graphs

are structures formed by a set of vertices (also called nodes) and a set of edges that

are connections between pairs of vertices.

Figure 1.3: Graph example

While creating a graphical representation of social networks, the asset nodes in the

network create the relationships edges between them [46]. The graph may differ de-

pending on the structure of the network. If the relationship between the two nodes is

one-sided, directional graphs can be used to represent them. For instance, the follow-

up system on Twitter can be given as an example. Because when User A follows User

B, User B doesn’t have to follow User A.

If the interaction in the structure of the network is bilateral, there is no need to

use direction for it you can use a non-directional graph. The friendship system on

Facebook can be given as an example. When User A adds User B as a friend, User B

doesn’t need to add User A separately, and he automatically becomes a friend of User

A. Graphs can also be classified according to whether the edges are weighted or not. If

there is a weight on the sides, it is called a weighted graph. For example, the number

of re-tweeting each other between the two users is given on the sides as weights. Let

User A re-tweet User B 4 times and User B re-tweet User A 1 time.

6



Figure 1.4: representation of social media interactions with graph

Figure 1.5: Weighted graph example: Retweet counts

1.4 Community Detection in Social Networks

Community detection is a concept that identifies subsystems interaction between

nodes with regards to the network structure of a complex system. These subsystems

are called communities or clusters [23]. Community detection is used in different areas

such as Social media [58, 5, 39, 40], Communications Networks [9, 50, 37], Biological

Systems and Healthcare [60, 65], Economics [19, 48], Academia and Scientometrics

[38, 54, 24], E-commerce [2, 43, 6]. Many algorithms, techniques, and tools have been

developed and used for community detection. Communities identified as a result of

community detection are classified into two different types according to the status

of the nodes. If nodes are members of only one community, they are called disjoint

communities. If a node can subscribe to two or more communities, these communities

are called overlapping communities [15].

1.5 Political Polarization

In politics, polarization (or polarisation) can refer to the divergence of political

attitudes to ideological extremes. Almost all discussions of polarization in political

science consider polarization in the context of political parties and democratic systems

7



of government 6.

Figure 1.6: Political Polarization - Yes or No

The political polarization in Turkey is similar to those in other countries. In ad-

dition, polarization has a high effect on society in certain periods. These periods are;

election periods, social events, foreign country relations, etc.

6https://en.wikipedia.org/w/index.php?title=Political polarization (accessed : 28.07.2020)
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CHAPTER 2

BACKGROUND

In this section, information is given about the technologies used in this study, which

we think should be known about big data discussions.

2.1 Map Reduce

MapReduce is a system developed by Google that allows easy analysis of very large

data in a distributed manner. In this system, two functions namely map and reduce,

are used. The other two functions included in the figure were used to help map-reduce

functions (Splitting, Reducing). These functions are not essentially required.

Figure 2.1: Representation of the map-reduce function

During the map phase, the data is taken and sent to the workers in smaller pieces.

This process works in parallel. In the Map function, we expect the data to be brought

into compliance status, which we can use in studies. In addition, in the map function,

we can make restrictions on the data and choose from the data. The object consists of

the map function value and key returns.

On the other hand, Reduce is the part where the data returned by the map function

9



is combined with the logic we will use. Reduce operation contains the operations

performed on the value by looking at the keys returned from the Map function. The

basic reduce operation is the sum operation.

2.2 PySpark

Spark is developed and distributed by Apache. Spark is a data processing engine

that is faster than Hadoop. Apache Spark performs much better than Hadoop in the

distributed implementation of artificial learning algorithms. Apache Spark has a high-

level operator called RDD (Resilient Distributed Dataset). This operator facilitates

operations on unstructured data. Apache Spark can be developed with Scala, Java, R,

and Python languages.

The spark library used by Python is called pyspark. It was preferred in this study

because Spark is fast and developed with python via pyspark.

10



CHAPTER 3

LITERATURE REVIEW

Social media trends lead to more exploratory research in social media analysis, event

management, and so on. In the recent Turkish 2019 local election, many studies have

been done to analyze candidates in terms of different criteria using the election tweets

on different twitter accounts. The most adopted approaches in these studies were in

terms of; profile management, tweets management, and event management perspec-

tives. In the tweet management analysis, the twitter accounts of the candidates were

registered earlier but happened to be actively used during the election period to reach

out to voters (citizens) [63].

Furthermore, in the past the US general election, the process was analyzed in real-

time, an emotional analysis was carried out with classification algorithms, as a result

of the examination of over 100.000 Tweets, political orientations were estimated with

1.65% error [53].

In another study conducted using twitter data during the Presidency of June 24,

2018, political parties and candidates emphasized that a political agenda could be cre-

ated in online networks, the propaganda made was rapidly reached to large masses,

and that this propaganda was repeatedly shared on the social network by re-tweeting

people [20].

In another study, a comprehensive study was carried out on the general elections

of June 7, 2015, in Turkey. In this study, 18 columnists, and 810 tweets published

by previously determined authors were analyzed. This work considered more media

agendas [22].

11



In another study related to the 2019 local elections, by using thematic analysis

method, the researchers tried to understand what strategies the political propaganda

activities in social media contained. This study was carried out by examining the con-

siderations of political leaders, and it was seen that the leaders’ communication styles

were mostly addressed to the voters on the subject tags and a one-sided interaction

method was adopted [26].

Recently, Twitter has been used by local governments to inform citizens about

services and works and to get feedback from citizens about these services and works

which made it easier to reach citizens [30]. Local governments can communicate with

social media and citizens and can be informed with new activities, and their work is

directed by taking their opinions and suggestions [7]. Another study on social media

structures provided unique opportunities for e-government structures of governments

to emphasize that institutions can interact with citizens using these channels [21].

A study was carried out to determine which crime report was taken from 3 coun-

tries (India, England, America). Incident reports that did not have a crime tag were

labeled by using graph and graph clustering methods. The graph creation process was

tried to be determined by creating the words Person - Person (PER-PER), Person -

Location (PER - LOC), Organization – Person (ORG - PER), which are the words in

the report. At the worst case on average values, the results were 75.65% in the UK for

PER - PER, 77.99% in India for PER - LOC, and 73.08% in India for ORG - PER.

The results were better in the Precision metric than other metrics (Recall, F-measure)

[13].

The results on ready datasets (Football, Karate, Dolphins, Books) with Louvain and

LPA community detection algorithms and their own BCD (Brainstorming for Commu-

nity Detection) algorithm using 3 Metrics (Normalized Mutual Information - NMI,

Max Modularity - Qmax, Average Modularity - Qavg) were compared. For the Karate

12



dataset, BCD produced the best result for all metrics. For the other two datasets

(Dolphins and Books), BCD produced good results in NMI however it failed to do so

in the remaining datasets [66].

By analyzing emotions of the tweets sent by candidates in the American elections, it

was tried to determine whether the discourses of the candidates affected more than one

million users. 3 hypotheses were analyzed and 2 of these hypotheses were confirmed to

be correct and 1 hypothesis was found to be inaccurate. The first hypothesis “There

is a relationship between daily news and events and the words popular on Twitter”

was found to be correct. The second hypothesis suggested that the tweets sent by the

candidates had an effect on the users, but it was revealed that this claim was not sup-

ported due to the fact that the data of the candidates in the dataset was quite small

and its effect was negligible. The last hypothesis was that users did not generate new

ideas and did not interact with each other. This hypothesis was confirmed because the

re-tweets were too many and the tweets and direct messages sent at first were small in

number [62].

In another study, a method called vision intensity function was proposed to measure

polarization. It has been shown that using the proposed method of tweets sent by Hugo

Chavez in the Venezuelan elections and the interaction of users with these tweets, differ-

ent degrees of polarization depending on the structure of the network were present [35].

In another study conducted on the 2016 election in America and the 2017 election

in England with location-based emotion analysis studies, unlike the data collection

method, similar trends were observed towards political candidates and parties [61].

It was conducted in a study on the roles and behaviors of government-citizen and

local government-citizen interaction. It was emphasized that better conditions should

be created and more research should be done to improve the communication of each of

the European Union member giants [51].
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The findings obtained from another research by using the location variable to an-

alyze Twitter data in more detail have emphasized that user sensitivity and behavior

analysis will reach more accurate results. A web-based application that facilitates data

analysis and local-based analysis has been developed and its application has been tested

in the 2016 election in America [62].

In Saudi Arabia, it has been analyzed by analyzing the tweet patterns, types, con-

tent, and interactions of the municipalities. Municipalities have been observed to have

the highest number of reactions with users about projects and actions [1].

In the study on Facebook messages, researches and studies were conducted on the

communication strategies of the institutions on social media. As a result of this study,

it has been observed that there are differences in the interaction of institutions with

citizens depending on their mission and goals [14].
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CHAPTER 4

COMMUNITY DETECTION

In this section, the metrics used in the evaluation of graphs and the algorithms used

in community detection are explained. Metric formulas and pseudo-codes of algorithms

are included.

4.1 Community Detection

It is the name given to the units formed by people that can be put together in

various ways such as certain criteria and features. Although it is a concept used in

different disciplines such as sociology and biology, it also entered into Computer Science

using graphs in network analysis (social networks, network networks, etc.).

Figure 4.1: Community

In order to find the communities in the data that can be displayed with a graph,

the process of clustering the nodes called community detection is used. Communities

are also an indicator of the presence of interrelated, and/or affected nodes [59].
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Figure 4.2: Community Detection

Numerous community detection algorithms have been developed to detect commu-

nities. The basic starting point for algorithms is finding interactions between nodes,

group nodes, and merging those nodes (Figure 4.2).

4.2 Graph Measures

Community detection algorithms work based on the metrics used for graphs. These

metrics vary widely. Here are the most common metrics in community detection algo-

rithms.

4.2.1 Modularity

Modularity is the value that expresses the power of a graph to be divided into lower

parts [29]. It can take values between (-1, +1). If the value of 1 is taken, the connection

between the graph is strong.

Q =
1

2m

∑
i,j∈N

[
Aij −

ki ∗ kj
2m

]
(4.1)

m =
∑
i,j∈N

Aij (4.2)

where:

N : set of nodes

Aij : weighted of the edge between i and j

ki : degree of node i

kj : degree of node j
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Table 4.1: Worst - Best Values for
Modularity Metrics

Worst Value Best Value

−1 +1

4.2.2 Closeness Centrality

Closeness is calculated by calculating the sum of the inverse distances of a node’s

shortest paths to other nodes [18].

C(x) =
1∑

y

d(y, x)
(4.3)

where:

d(y, x) : Distance value from x to all nodes

Table 4.2: Worst - Best Values for
Closeness Centrality Metrics

Worst Value Best Value

0 +1

4.2.3 Edge Betweenness Centrality

It is the calculation of the centrality value for the edges. It is calculated by dividing

the number of paths between nodes by the shortest path [31].

Cb(e) =
∑
s,t∈V

σ(s, t|e)
σ(s, t)

(4.4)

where:

V : set of nodes

σ(s, t|e) : number of those paths (s-t nodes)

σ(s, t) : number of shortest paths (s-t nodes)
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Table 4.3: Worst - Best Values
for Edge Betweenness Centrality
Metrics

Worst Value Best Value

0 +1

4.2.4 Erdos Renyi Modularity

It is known as Newman-Girvan Modularity. It is a metric developed for random

graphs. It assumes that the vertex points in the graph are connected by a random

probability p. It is tried to calculate the density with the communities in the graph

[33]. This metric produces a value between 0 and 1.

Q(S) =
1

m
∗
∑
s∈S

[
ms −

m ∗ ns ∗ (ns − 1)

n ∗ (n− 1)

]
(4.5)

where:

m : the number of graph’s edges

ms : the number of community’s edge

ns : the number of edges from nodes in S to nodes outside S.

n : the number of nodes

Table 4.4: Worst - Best Values for
Erdos Renyi Modularity Metrics

Worst Value Best Value

0 +1

4.2.5 Conductance

It is a measure of how well-knit a graph is. It is the volume of elements that show

out from a group. Small values are desired [49].

f(s) =
cs

2 ∗ms + cs
(4.6)
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where:

cs : the number of community

ms : the number of community’s edges

Table 4.5: Worst - Best Values for
Conductance Metrics

Worst Value Best Value

+1 0

4.2.6 Modularity Density

Modularity density is a new process that uses the number of nodes in each cluster

to normalize the objective value rather than the total number of edges. It is aimed to

prevent small and dense communities from being neglected [45].

Q(S) =
∑
c∈S

1

nc

[∑
i∈C

kiniC −
∑
i∈C

koutiC

]
(4.7)

where:

S : set of communities

nC : the number of nodes in C

kiniC : the degree of node i within C

koutiC : the degree of node i outside C

Table 4.6: Worst - Best Values for
Erdos Renyi Modularity Metrics

Worst Value Best Value

Lowest value Highest value

4.3 Community Detection Algorithms

4.3.1 Louvin Algorithm

It was built on the faster community in large networks in 2008 and emerged with

the work of Blondel and his friends at Louvain University [9]. It is an algorithm devel-

oped using the modularity metric. It is aimed to reach the most effective (high) value
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of the modularity value. We try to maximize modularity value for each community

individually. The algorithm continues to run until the modularity values of the com-

munities remain unchanged (See: Algorihms 1). The algorithm is used in weighted but

undirected graphs.

Figure 4.3: Louvin Algorithm

4.3.2 Label Propagation Algorithm (LPA)

It is an algorithm that can quickly detect communities on the network without

having any knowledge of communities in a network structure and was recommended

by Raghavan et al in 2007 [41]. Initially, a unique tag is assigned to each node. The

closeness value is calculated for each node and those with the same closeness value

are assigned the same label. Operations continue until the labels on the nodes remain

stable [57].
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Figure 4.4: Label Propagation Algorithm

4.3.3 Girvan–Newman algorithm

It is a hierarchical community detection algorithm, using the edge betweenness

metric. It works with an approach that seeks to identify the potential likely to be

among communities. In other words, it focuses on possible factors among communities

rather than the ones that should be in the community. It ensures that the communities

are distinguished by erasing the edges at each iteration [17]. It works with weightless

and non-directional graphs.

Figure 4.5: Girman-Newman Algorithm

4.3.4 Eigenvector algorithm

It is an algorithm that tries to make community detection according to the modu-

larity metric [36]. The large network is aimed at identifying small communities with

renewal until maximum modularity is reached.
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Figure 4.6: Eigenvector Algorithm

4.3.5 Leiden algorithm

It is an algorithm that emerged with the development of the Louvain Algorithm. It

is a very new algorithm proposed in 2018 [52]. It is a more complex algorithm than the

Louvain algorithm, but it guarantees a better community detection. The ability to work

with directional and weighted graphs is a big plus. Smaller communities are united

to create a maximum of modularity metrics for communities divided by movements

within the community, and larger communities are created.

22



Figure 4.7: Leiden Algorithm
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CHAPTER 5

MEASURING POLITICAL POLARIZATION USING BIG DATA

5.1 Dataset

We use Twitter data in our study and we make use of Twitter API (Application

Programming Interface) to collect Twitter data (Tweet, retweet, etc.). We collected

data following the steps below.

• We have become a member of the API site 1, which Twitter has prepared specif-

ically for developers.

• After the account was created, we created apps for our app. When created, we

need to save the values of Consumer Key , Consumer Secret , Access

Token and Access Token Secret that are exclusive to us for use in our

application.

• We used the Twitter Streaming Api because we wanted to reach all the

tweets that were posted regardless of the user.

• We have collected the data by defining the StreamListener in the Tweepy

library for Python.

• • We recorded the collected data by writing to the .txt file. We have given the

date of the day taken as the file name. For example: 20190221.txt

Since there were provinces repeated in the elections, data had to be collected over a

long period. It was the most important Istanbul election among the repeated elections.

157 days of data were collected between 14/02/2019 - 20/07/2019. We collected

about 90,005,000 datas.

1https://developer.twitter.com/
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Table 5.1: Data Information

Counts

Retweeet count 68, 074, 679

Tweet count 21, 930, 465

TOTAL 90, 005, 144

5.2 Data Preparation and Pre-processing

After collecting the data, we had files with .txt extension with tweets per day. By

reading these files with Python code, using the map-reduce structure in pyspark, we

transformed the tweets to be used by our algorithm.

In the map function, we reached the user who posted the tweet and the user/users

who retweeted this tweet, from within the json object.

Algorithm 1 Map and reduce function for map-reduce(pyspark)

1: procedure MapTweet(tweet)
2: if tweet is retweeted then
3: user1← user who tweeted
4: user2← user who retweeted the tweet
5: EMIT ([user1, user2], 1) . user1 retweets user2

6: procedure Reduce([user1, user2], counts[])
7: sum← 0
8: while all count c ∈ counts [c1, c2, c3] do
9: sum← sum+ c
10: EMIT ([user1, user2], count sum)

Our map function ran each line in parallel. Our map function returned a 1 for

each user who retweeted and tweeted. We combined the values returned from the map

function with the reduce function. Here we used the reduce function in its basic form

by doing a sum.

We placed the data we obtained as a result of Reduce under another folder in the

form of .txt, in the same way as the name of the file we read.
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5.3 Preference of Community Detection Algorithm

We had to select one of the 5 community detection algorithms (LPA, Louvain,

Leiden, Girvan–Newman, EigenVector). When making this choice; we considered that

an algorithm working on directional and weighted graphs is required. Community

detection algorithms are generally directional but take weight into account.

Table 5.2: Algorithms that work in graph types

Algorithms
Directed
Graph

Weighted
Graph

LPA X −
Leiden X X

Louvain X X

Girman−Newman X −
Eigenvector X −

X supported by the algorithm.
- not supported by the algorithm.

Since the directional and weighted graph of the graph will be used in our study,

two algorithms (Leiden, Louvain) can be preferred when Table 5.2 is analyzed.

In addition to Table 5.2, we obtained results by using some metrics for 3500000

datas and 98000 nodes.

Table 5.3: Algorithm results by metrics for 3500000 datas and 98000 nodes

Algorithms
Erdos
Renyi

Modularity
Conductance

Modularity
Density

LPA 0.7829 0.1619 4190.1575

Leiden 0.8127 0.0061 3530.6777

Louvain 0.7887 0.0123 3498.3589

Girman−Newman 0.8111 0.0949 4395.4571

Eigenvector 0.3031 0.1120 3448.5386

It is necessary to examine the results in Table 5.3 separately according to metrics.

• The best result is 1 for Erdos Renyi Modularity. When the algorithms are ex-

amined, the algorithm that produces the closest result to the value 1 is Leiden
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Algorithm.

• For the Conductance metric, , we expect the best result to be close to 0. When

the results are examined, the algorithm that gives the closest result to 0 is Leiden

Algorithm.

• There is no ideal upper or lower value for the Modularity Density metric. The

density value is expected to be high for this metric. The best result for this

metric is the Girman - Newman Algorithm.

We also found the number of communities that these 5 algorithms can detect for

the same data (3500000 data and 98000 nodes) and the number of members of the

largest community.

The effect of Table 5.4 on our choice is that we do not want the number of mem-

bers in 1 community to be overly high. This situation is not a good result. We do not

want the number of communities to be small and the number of members too high. 2

algorithms (Leiden, Louvain) produce the result we want.

It has been observed in the studies that Leiden and LPA algorithm produced very

similar results for the Networkx library. The slight differences seen do not matter for

our study. We want the number of communities in social media to be neither too small

nor too much. For this, the LPA algorithm is used in this study.

Table 5.4: Results of Algorithms

Algorithms
Size of

Communities

the number of
users in the

largest
community

LPA 11242 28919

Leiden 6601 21423

Louvain 6637 22711

Girman−Newman 11433 21506

Eigenvector 6263 82434
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5.4 Identifying communities

Using the LPA algorithm we chose, we enabled the detection of communities. We

wrote the communities we identified to .txt files.

When determining the communities, all data in March were used. The reason for

choosing March was that the election process would make itself felt strongly in this

month.

Algorithm 2 Identification of communities

1: procedure FindCommunities(retweet folder, communnity size) . .txt
files(tweet) in folder

2: Graph← Null
3: while all the files in the retweet folder are readed do . read all files in folder
4: add to Graph - user1,user2 and retweet Count

5: lpa com← Find Community for Graph according to LPA algorithm
6: write lpa com to file

5.5 Political Polarization Detection and Measurement

For interaction between communities, we calculated the inter re-tweet ratio metric

found by dividing the number of interactions within the community by the total num-

ber of interactions between other communities.

Algorithm 3 Found Communities Relations

1: procedure found com relations(file)
2: while For the whole communities do
3: users← Separately for each community
4: while All users in the community do
5: while again all users in Communities do . The user here is named

as other user
6: if the user Is herself then . user equal to other user
7: continue
8: else
9: if There is a relationship between user and other user then
10: add to relationship matrix . add to matrix(user,other user)

+ retweet count
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The low inter re-tweet ratio value is an indication of political polarization. Inter re-

tweet ratio is the metric we use for political polarization. This is a measure showing the

ratio of re-tweets between groups to all re-tweets between all users including re-tweets

with groups, also called inter group re-tweets.

inter retweet ratio =
intra

inter + intra
(5.1)

• Intra = Intra is the total number of interactions within community.

• Inter = Inter is the total number of interactions between groups.

Algorithm 4 Calculation of Inter Retweet Ratio

1: procedure Cal ratio(file)
2: while read all lines in file do . line in file and line is a community
3: interrt← 0 . relationship in the community
4: intrart← 0 . relationship between other communities
5: while line in fh : do
6: if user1 and user2 are in the same community then
7: interrt + = int(weighted value) . weighted value = Total

interactions within 2 users
8: else
9: intrart + = int(weighted value) . weighted value = Total

interactions within 2 users
10: inter retweet ratio← intrart/interrt+ intrart

The algorithm we used to measure inter retweet ratio is LPA algorithm as imple-

mented in networkx package.
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CHAPTER 6

EXPERIMENTS

This section describes the necessary configuration setups and the experimental re-

sults of this thesis study.

6.1 Experimental Setup

We used our application on a server to take advantage of the power of spark and

to process the data quickly. Our Ubuntu server is a system consisting of 190 GB

RAM, 40 cores and 20 workers. The properties of each core are given in Table

5.1.

Table 6.1: Properties of each core

cpu family 6

model name Intel(R)Xeon(R)CPUE5− 2630v4@2.20GHz

CPU MHz 2296.022

Cache size 25600KB

siblings 20

cpu cores 10

fpu yes

cpuid level 20

bogomips 4399.64

clf lush size 64

cache alignment 64

address sizes 46bitsphysical, 48bitsvirtual

The code and experiment of this studies can be found in GitHub repository 1.

1https : //github.com/selimsurucu/community detection/

30



6.2 Experimental Results

Due to the large size of our data and the fact that we collect data in a wide range,

we have determined a large number of users and a large community.

Table 6.2: Number of users and communities

Number of unique users 384272

Number of users in all communities 384272

Number of communities 4767

We calculated the daily and monthly inter retweet ratio values over a long period,

taking into account the repeated selection in cities like Istanbul. In order for us to

see the impact of political polarization, the country had to leave the election period

entirely. For this, we kept our analysis in a wide range of dates.

Figure 6.1: Montly Results

When we examine Figure 6.1 according to the areas on it:

• For area 1 (red circle) = It is the period in which the least interaction (inter

retweet ratio) is observed in 6 months. The reason for this is the selection effect.

• For area 2 (black circle) = In April, we see the highest interaction (inter

retweet ratio) in 6 months. Since the election took place on the last day of March,

it could mean that the country is out of the election mood.
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• When area 1 (red circle) and area 2 (black circle are considered to-

gether) = We can clearly see the political polarization during these periods.

• For area 3 (lilac circle) = Interaction (inter retweet ratio) between com-

munities is very close to each other in these 3 months (April, May, and June).

We think that the reason for the small decrease in May and June is due to the

elections repeated in some places, especially in Istanbul.

Looking at Figure 6.1 showing the monthly results, it was seen that the minimum

inter retweet ratio value was low in February and March. Considering that the election

is at the end of March, we can assume that March is the month when the election

was the most contested among users. Monthly results confirm this opinion as the least

interaction period is March.

Immediately after the election, there was a remarkable increase, but after this

increase, there is a decrease again. We think that this decline is due to the re-election in

some provinces. Re-entering an election period may have reduced interaction between

users.

Figure 6.2: Daily Results

When we examine Figure 6.2 according to the areas on it we can make the following

observations:
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• For area 1 (black circle) = There is clearly a sharp decrease in interactions

This situation shows us that the election environment has been entered. This is

one of the areas showing us that the political polarization took place in Turkey.

• For area 2 (red circle) = There is little interaction until the election date

(31 March). After the election, at the beginning of April, there are jumps in

interactions. This shows us that the effect of the election has decreased.

• For area 3 (blue circle) = It was observed that interactions increased during

this period. But there are sharp declines from time to time.

• For area 4 (green circle) = Until the repeated selection of istanbul (date

= 23 June), it is seen that there is little interaction.After repeated selection of

Istanbul, which exited during the election period in Turkey, it is evident from the

increasing interaction between the communities.

When the daily results in Figure 6.2 are analyzed, it is seen that the inter retweet

ratio value decreased significantly in the last month before the election.

It is observed that there was an increase in April. But when the days of this month

are examined, it is seen that the fluctuations are deep. We think that this is due to the

continuation of speculation about the election, and the decision to repeat the election

in some cities with the third week of April. We see that the inter retweet ratio value

does not decrease at a rate similar to that in March. We think that this is due to the

low number of provinces where the election will be repeated.

It is understood from the increase in the inter retweet ratio of the rate that the

country left the political period after the second election in Istanbul. After 23 June,

when the renewed election took place in Istanbul, the inter retweet ratio value increased

above the 10-day average.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

With this study, we have shown that there is a political polarization among social

media users and this can be proven by quantitative measurements. In addition, our

hypothesis has been confirmed that users will have less interaction with users who have

different views and opinions during the political propaganda period.

This study shows that without having prior knowledge of users on social media,

political communities in which users are located can be identified. In other words,

the daily movements we make on social media / Internet have shown that meaningful

results can be produced when examined for a long time.

In future studies, the meaning of the messages in the collected data can be ana-

lyzed by emotion analysis methods. As a result of this review, the message may have

an impact on users.

It can also be checked if there are political parties and candidates among the mem-

bers of the identified communities. By looking at these, additional observations can be

made in the analysis of the communities.

If other social media accounts of users can be detected in future studies, better

community results can be determined in more complex data. But in order to do this,

users of social media tools such as Twitter and Facebook must be matched. This pair-

ing can be done even with mail accounts, and consequently more data will be obtained

and more accurate analysis can be carried out by analyzing it.
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The detected communities can be compared one by one by looking at their interac-

tions with each other. As a result, communities with high and low interactions can be

identified. Communities that have different thoughts with one another and communi-

ties with the same idea can be identified.
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APPENDIX A
DATA SET (DAILY)

Figure A.1: Information for displaying daily data

Figure A.2: 1st part of daily data
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Figure A.3: 2nd part of daily data

Figure A.4: 3rd part of daily data
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