
 

 

 

DIMENSION REDUCTION METHODS FOR HYPERSPECTRAL IMAGERY 

 

 

 

 

 

 

 

 

LU 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

MAY 2022



 

 

GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES 

 

DEPARTMENT OF ELECTRONIC AND COMMUNICATION ENGINEERING

 PH.D THESIS IN 

ELECTRONIC AND COMMUNICATION ENGINEERING 

 

 

 

 

 

 

DIMENSION REDUCTION METHODS FOR HYPERSPECTRAL IMAGERY 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

MAY 2022 



iv 
 

ABSTRACT 
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Hyperspectral Images has huge dimensions of data compared to single band or 

multispectral band images. This results from the fact that it contains hundreds of spectral 

bands with a high spectral resolution. Therefore, hyperspectral data processing, storing, 

and transmitting are critical issues to deal with. Additionally, it is a fact that required 

sample size for training a specific classification method increases exponentially with 

increasing number of spectral bands. In order to handle these problems, either the training 

data size has to be enlarged or dimensionality of hyperspectral images has to be reduced 

with some dimension reduction techniques. In this thesis, supervised and unsupervised 

dimension reduction methods are investigated, and some new methods are proposed. The 

proposed methods aim to reduce the dimensionality of the hyperspectral data before 

classification while preserving the classification accuracy as much as possible and to 

achieve reduced dimension with a low computational complexity. 

 

Keywords:  Hyperspectral image processing, dominant sets, band selection, dimension 

reduction, feature selection. 
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CHAPTER 1  

INTRODUCTION 

 

Hyperspectral imaging started with the development of a two-dimensional imager 

that captures spectral data with a large number of bands in the mid-1980s [1]. 

Hyperspectral imaging is based on the fact that all materials reflect, absorb, and emit 

electromagnetic energy at specific wavelengths according to their molecular 

decomposition. In hyperspectral imaging, the data is gathered in hundreds of contiguous 

narrow spectral bands with high spectral resolution and the evaluation of responses in 

each band defines the spectral resolution for the material.  Thus, distinct materials have 

distinct spectral signatures.  

In order to determine what the hyperspectral image data looks like and how it 

differs from panchromatic and multispectral images, Figure 1.1 can be beneficial. Single 

band image has two dimensions whereas hyperspectral imager has two spatial dimensions 

and one additive spectral dimension. Panchromatic image has a single, wide-spectrum 

band. On the other hand, hyperspectral image has many contiguous narrow spectral bands. 

 

 

 

 

 

 

 

 

 

 

Figure 1.1: Panchromatic and Hyperspectral Images
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With the advance in technology, the interest to hyperspectral imaging has been 

increased since its very high spectral resolution leads to provide material identification. 

Hyperspectral image classification is realized to discriminate materials or regions that 

have distinct spectral signatures. In some cases, panchromatic and multi-spectral imaging 

cannot have sufficient spectral resolution. Therefore, as a high spectral resolution 

imaging, hyperspectral remote sensing has been used over a wide range of applications 

that has grown especially for the last 30 years. Some of these applications can be 

mentioned as: 

 Material Identification 

 Agriculture 

 Forestry 

 Geology 

 Ecological Monitoring 

 Disaster Monitoring 

 Camouflage and Concealment 

 City Planning and Real Estate 

 Biological and Chemical Detection 

 Health Care 

In Figure 1.2 [2], an example of the agriculture application of hyperspectral image 

classification is shown. The observation land located in Japan is classified with respect to 

nine distinct agriculture products. 



 

Figure 1.2: Crop precision Classification Using PHI Image, Japan [2] 

 

As an example of hyperspectral remote sensing application in mining and oil 

industry, Figure 1.3 [2] indicates mineral structure observation on the surface of land. 

 

 

Figure 1.3: Mineral Identification with Hyperspectral Imagery [2] 

 

Hyperspectral images can also be used for military applications as shown in 

Figure 1.4 [2]. A camouflaged vehicle cannot be detected from panchromatic and 
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multispectral images whereas it can be detected from hyperspectral image constructed by 

some of the valuable bands over hundreds of bands. 

 

Figure 1.4:  Camouflaged Vehicle Detection in Hyperspectral Imagery [2] 

 

There are two widely used hyperspectral data sources: airplane and satellite 

hyperspectral sensors. There are many hyperspectral sensors working on aerial platforms 

such as AVIRIS, CASI, HyperCAM, Hymap etc. [3,4] Although aerial imagers have 

higher ground sampling distances with respect to the satellite imagers, their swath widths 

are lower, and one can image all parts of the world by the satellite imager without any 

limitation. Therefore, satellite imagers have crucial advantages over aerial imagers. 

There are five main current hyperspectral satellite sensors on orbit announced 

officially: MODIS, CHRIS, HYPERION, ENMAP, and PRISMA. The first three of these 

sensors are out of their design lifetime. Therefore, these imagers tend to indicate 

performance decrease. MODIS is an American imager which has 36 spectral bands in the 

0.4-14.4 um spectral region with a 250m ground sampling distance [5,6]. CHRIS is the 

light-weighted 14 kg imager working in the VNIR region with 11nm spectral resolution 

and 17m spatial resolution [6]. On the other hand, HYPERION can take images both in 

the VNIR region and also in the SWIR region. Its spectral resolution is 10nm and its 

spatial resolution is 30m [7]. [8] ENMAP, a German hyperspectral sensor has launched 

in 2022. ENMAP operates nearly the same spectral region as PRISMA (420nm - 

2450nm). The mean spectral resolution is 6.5nm for VNIR and 10nm for SWIR with a 

30m spatial resolution. The objective of the mission is to provide high quality images for 

agriculture, forestry, coastal zones, and inland waters. 
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resolution. The objective of the mission is to provide high quality images for agriculture, 

forestry, coastal zones, and inland waters. 

[9] PRISMA the European hyperspectral imager program started to be developed 

in 2007. The interest area of the imager is the whole European and Mediterranean region. 

The application areas of the sensor are vegetation, environmental protection, and the 

climate change. Its orbital altitude will be 700km and the design lifetime will be 5 years. 

The imager is operating in visible, near infrared, and short-wave infrared regions with 

10nm spectral resolution. The mass of the imager is below 90 kg. It has more than 210 

contiguous bands. The satellite was launched in 2019. 

There is a well-known hyperspectral satellite under development called HyspIRI 

[10]. MODIS will be substituted with HyspIRI. Its application areas are ecosystem 

monitoring, vegetation and natural disasters monitoring such as volcanoes, wildfires, and 

drought. HyspIRI has two instruments one for VNIR and SWIR (VSWIR) spectrums and 

the other for mid and thermal infrared (TIR) spectrums. It VSWIR instrument has 220 

bands with 10nm spectral resolution whereas its TIR instrument has 8 bands.  The ground 

sampling distance of the sensor is 60m at 700km orbital altitude. 

 

1.1 STATEMENT OF THE PROBLEM 

  The area covered by the single hyperspectral imager is very large compared to the 

size of the several materials within the swath of the single pixel. Therefore, the response 

from the single pixel is a mixture of several materials. Moreover, the spectral signature 

of the same material can be varied due to atmospheric conditions, noise in the imager, 

and the material mixture effect. Especially, mixed material effect cannot be matched with 

a single well-defined material. Supervised classification methods require a-priori 

information such as training data. However, the cost of forming a training data is high. 

Therefore, unsupervised classification algorithms are required since they do not have 

dependence on prior information about spectral signatures. 

Hyperspectral Imagery has much richer information than multispectral and single-

band imagery since it usually includes hundreds of contiguous bands. Therefore, 

hyperspectral images include rich and fine spectral information. On the other hand, huge 

data volume in hyperspectral imagery results in data storage and data transmission 

problems. Processing time of this huge data should also be considered. Additionally, it is 



6 

a fact that required sample size for training a specific classification method increases 

exponentially with increasing number of spectral bands. This is known as curse of 

dimensionality [11]. Curse of dimensionality leads to Hughes phenomenon [12]. If the 

required training data size for a specific classifier is insufficient, then the estimation of 

the parameters used to calculate classification accuracy becomes inaccurate and 

unreliable. To handle this problem, either the training data size has to be enlarged or 

dimensionality of hyperspectral images has to be reduced with some dimension reduction 

techniques. The former, enlarging the training data size, is usually not possible for 

hundreds of spectral bands in practice. Therefore, dimension reduction is a key issue 

while dealing with hyperspectral image processing. 

The problem that will be studied throughout this thesis is that "Can novel 

dimension reduction methods for hyperspectral satellite imagery be devised that 

outperform state-of-the-art techniques with a low computational complexity? Another 

problem to be investigated is that "Is there any way to reduce the dimensionality of 

hyperspectral imagery data without much degradation in classification performance?  

 

1.2 MOTIVATION AND OBJECTIVES OF THE STUDY 

Today, hyperspectral imaging is very popular not only due to its several 

advantages over panchromatic or multi-spectral imaging but also because of its virginity. 

Application areas of hyperspectral imaging increase day by day. NATO leads a series of 

meetings about hyperspectral image classification in the last years [13]. This shows us 

that, there is much to explore in hyperspectral imaging and a great contribution to the 

literature can be provided with the proposed study. 

The main objective of the study is as follows. 

 Proposing new dimension reduction methods for hyperspectral imagery that 

reduces the data as a preprocessing method before classification while 

maintaining the classification performance as much as possible 

 

1.3 SUMMARY 

The rest of the proposal is organized as follows. Chapter 1 presents the introduction, 

hyperspectral image applications, hyperspectral data sources, the statement of the 

problem, motivation of the study, the objectives of the study, and organization of the 
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study. Chapter 2 is a review of relevant literature. Chapter 3 presents the methodology to 

be used in the study. Chapter 4 presents the summary of the thesis study. 
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CHAPTER 2  

REVIEW OF RELEVANT LITERATURE 

 

Hyperspectral classification problems can be summarized as extreme number of 

spectral bands, the cost of correct classification, data quality, and the variety of the 

spectral signature in the spatial axis. 

In literature, Kernel based methods are widely used to convert the data in the 

nonlinear feature space into the high dimension data in the linear feature space. Support 

Vector Machine [14], Kernel Fischer Discriminant [15], Relevance Vector Machine [16] 

are the major Kernel based classification methods. 

The hyperspectral image classification can be divided into two categories, namely, 

supervised and unsupervised, based on the dependence on apriori information.  

Supervised classification depends on the apriori information about spectral 

signatures or any pre-classification result. In [17], a new method for classification of 

hyperspectral images for extracting cartographic object is developed by using the 

combination of spatial and spectral information. Empirical mode decomposition 

technique is also used for combining spatial and spectral information to reduce the 

varieties in the class and increase the varieties between different classes [18]. This method 

separates the data into local frequency components. 

Unlike supervised methods, unsupervised methods do not require apriori 

information or training data. In [19], independent component analysis method is proposed 

for hyperspectral image analysis. Moreover, in [20] K average method is used to reduce 

the effect of spectral signature variance in the same class and to increase the success rate. 

K-average method is applied to linearly separable hyperspectral data. In this study, graph-

based methods can be applied to non-linearly separable hyperspectral data.
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It is stated in the introduction section that dimension reduction techniques are 

applied before classification to reduce the data size and to reduce the dependence of huge 

number of training samples. In case of hyperspectral images, dimension reduction can be 

realized in two ways; feature selection and feature extraction. In feature selection 

techniques, a subset from the original input data which is optimum for the decided criteria 

is selected. On the other hand, in feature extraction methods, input data is transformed to 

a different space where a set of new features are produced without sacrificing the 

discriminative ability much. 

 

2.1  FEATURE SELECTION 

Band selection methods, called as feature selection methods, work with a subset 

of the original bands without changing the physical meaning.  

Since noise variations in redundant data and unrelated spectral information to the 

classified feature lead to deterioration in classification, contrary to what is believed, the 

accuracy of classification do not have to increase as the number of hyperspectral bands 

increases. Therefore, band selection is important for the success of hyperspectral 

classification. 

Some crucial aspects in terms of operating spectral range should be considered. 

Water absorption bands 1400-1900nm are unused and chlorophyll absorption bands i.e., 

450nm in blue and 650nm in red must be considered during calibration because of their 

low reflectance [21].  

Some of the most popular band selection metrics can be described as:  

 Information entropy metric calculates the entropy measure of each band. When 

the entropy value is high, it means that amount of information in the data is large. 

 First Spectral Derivative metric evaluates the bandwidth variable as a function of 

added information and looks for the first spectral derivative of each band. Bands 

that have similar metric can be eliminated and bands that differ a lot based on 

metrics should be preserved. 

 Second Spectral Derivative metric evaluates the bandwidth variable as a function 

of added information and looks for the first spectral derivative of each band. The 

larger the deviation from a linear model, the higher the information value of the 

band. 
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 Spectral Ratio metric calculates the band ratios with respect to the average value 

of ratios. 

 Correlation metric calculates the correlation of all bands as pairs and selects the 

most uncorrelated bands. 

Band selection methods can be divided into two main categories: unsupervised band 

selection and supervised band selection methods. 

 

2.1.1 Unsupervised Band Selection 

To provide computational efficiency by using a subset of original hundreds of 

bands, unsupervised band selection methods can be used when the related object 

information is unknown. This is because of the fact that unsupervised band selection 

methods provide reliable solutions regardless of the types of objects to be classified. 

Unsupervised band selection methods are computationally efficient. Moreover, 

they do not need registration, geo-referencing, and much pre-processing.  

Some unsupervised band selection studies in the literature are explained below.

In [22], a clustering type band selection approach based on statistical and geometrical 

characteristics of hyperspectral images. Firstly, hyperspectral bands are clustered based 

on three metrics such as city block metric, Euclidian distance, and cosine distance. Then, 

the band among the clustered band group having the maximum mean deviation is selected 

since the selected band possesses the maximum mutual information with respect to other 

bands within the cluster. In order to define the minimum number of bands that can provide 

the sufficient information for classification, virtual dimensionality concept is used. The 

main idea is to provide not only minimum differentiation in the clusters and but also 

maximum differentiation among separate clusters. A well-known 224 band AVIRIS 

Cuprite image with a 10nm spectral resolution is used for the proposed method. Water 

absorption and low SNR bands including 1-3,105-115, 150-170 were extracted. After 

band removal, 189 bands are used in experiments. By using virtual dimensionality 

concept, the minimum number of bands to be selected is considered as 22 for this 

application. It is sated that mean average deviation method based on city block metric 

preserves the sufficient information for band selection while reducing the data to a 

considerable level with fast implementation. 
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In [23], N-FINDR technique is applied to determine which pixels to use before 

linear prediction method used for band selection. After selecting several pixels from the 

whole pixels, it is not possible to apply data whitening. However, it is possible to use the 

whitened versions of the selected pixels. The number of pixels to be selected is 

determined as one less than the number of bands to be selected for feasible least squares 

solution. GPU based parallel processing is performed only for pixel selection since spatial 

dimension is larger than the spectral dimension. That is why it was not applied to band 

selection part. AVIRIS Cuprite image is used for the proposed method. Water absorption 

and low SNR bands were removed. After band removal, 189 bands are used in 

experiments. Constrained linear discriminant classifier method is applied for 

classification. Data whitening is applied to 189 bands before band selection, but the 

selected bands are the original bands instead of the whitened ones. N-FINDR algorithm 

mainly tries to select some pixels from the whole set which can build up a simplex with 

the maximum volume. The proposed method reduces computational complexity by using 

N-FINDR pixel selection method and GPU based parallel processing while maintaining 

classification performance. 

In [24], a further improvement based on a collaborative sparse model is developed 

over linear prediction band selection method. The faster NFINDR+LP method requires 

sparse linear regression coefficients. Removed bands share same non-removed bands set. 

This sparse model can also be used for defining the minimum number of selected bands. 

AVIRIS Cuprite image is used for the proposed method. Water absorption and low SNR 

bands are removed. After band removal, 189 bands are used in experiments by applying 

constrained linear discriminant classifier method for classification. Band similarity is 

calculated jointly instead of pair wisely. Firstly, the best two dissimilar bands are selected 

and new dissimilar band with the selected bands is found next. This process continues 

until the predefined number of bands is reached. The similarity between a band and 

multiple bands is computed by using linear prediction method. However, linear prediction 

method is computationally complex while considering all the pixels. N-FINDR method 

can be performed for reducing the number of pixels to be used in band selection. In the 

first part of this study N-FINDR+LP method is performed for pre-band selection and in 

the second part linear sparse regression algorithm is used to improve the classification 
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accuracy with the same number of bands. The proposed method results in an improvement 

in the classification accuracy. 

In [25], a soil electrical conductivity ground measurements data set in agriculture 

domain is selected as an application area. According to no-free-lunch (NFL) theorem 

[26], particular supervised method cannot be the best performing method in all data sets. 

That is why, all combinations of seven unsupervised band selection and three supervised 

classification methods are performed to find the best performing methods pair that 

maximizes classification accuracy and minimizes computational complexity. 

Unsupervised methods can be listed as information entropy, first and second spectral 

derivative, spatial contrast, spectral ratio, correlation, and principal component analysis. 

On the other hand, supervised methods can be listed as regression, regression tree and 

instance based supervised methods. As input for the band selection and classification 

methods, images of a 120 channel, prism grading push broom sensor were used. The 

images were obtained from an aerial camera in the range of 1200 to 4000m. Since 400-

900nm band range is related with agricultural applications, the sensor used in this study 

works in the spectral range of 471nm to 828nm. Spectral resolution of the imager is 3nm 

and the spatial resolution of the imager is 1m. Radiometric calibration including sensor 

noise and illumination, geometric calibration, and geo-registration are applied to the 

images before processing. Atmospheric corrections are not considered. It is surprisingly 

achieved that only at most 4-8 bands including 7 bands in the red spectrum, 4 bands in 

the near infrared spectrum, and 2 bands close to the border of blue and green spectra are 

sufficient for the electrical conductivity. 

In [27], the aim of the study is to select the most distinctive and informative bands 

with unsupervised band selection algorithms based on band similarity measurement. The 

experimental results of the study indicate that similarity based algorithms achieves better 

success with respect to widely used techniques in terms of information conservation and 

class separability. Usually, similarity metrics are calculated for each pair of bands, 

however in this study they are calculated jointly instead of pair wisely. To determine 

jointly selected bands among large number of bands with less computational time 

sequential forward search algorithm is utilized. The algorithm firstly finds the best two 

band combination and increases the number of bands until it reaches the desired number 

of bands. The similarity-based band selection method does not require predetermined 
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number of bands. When all the pixels in a band are used for band selection methods, the 

size of the matrices used in band selection methods becomes very large. Additionally, it 

is observed that using a small part of the whole pixels does not affect the classification 

performance much since high spatial correlation exists in each band image. Therefore, 

10% or 1% of the pixels is used in band selection methods. linear prediction method is 

mathematically identical to orthogonal subspace projection method. However, 

computational complexity is higher in the orthogonal subspace projection method. 

Therefore, linear prediction method is presented in this study. Compared to classification 

with the original data, classification with the whitened data has better performance. Linear 

prediction based band selection method has the better classification accuracy among the 

other methods in both supervised and unsupervised classification techniques. 

 

2.1.2 Supervised Band Selection 

Supervised band selection methods require a training data. Firstly, hyperspectral 

data is calibrated and this calibrated data is registered with ground measurements to form 

the training data. Moreover, it is required to have a greater number of examples in a 

training set than the number of bands in hyperspectral data. 

In [27], a supervised band-selection algorithm is proposed by only taking the 

known class signatures into account. Since the original bands and band combinations are 

not taken into account, the processing time is much faster than traditional methods. The 

results indicate that classification performance of the proposed method is better than the 

traditional methods. 

In [28], the proposed method is a particle swarm optimization (PSO) based 

supervised band selection algorithm. Class signatures which are known previously are 

used instead of original bands or class training samples. In order to get rid of the high 

PSO computation time, parallel processes are implemented by GPUs that can lead to 

higher speeds. 

 

2.2 FEATURE EXTRACTION 

Feature extraction methods usually change the physical meaning of the original 

data since they are dealing with combinations of the original data. Therefore, unlike band 
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selection, feature extraction can lead to deterioration of the critical data during data 

transformation. 

Reduced number of features may result in a decreased clustering power and 

classification accuracy. Therefore, preserving the significant information is crucial in 

dimension reduction methods. 

As in feature selection, there are supervised and unsupervised feature extraction 

algorithms. PCA-based, wavelet-based and empirical mode decomposition (EMD) based 

feature extraction techniques are investigated among dimension reduction methods. 

 

2.2.1 PCA-based Feature Extraction 

PCA is a linear transformation of the original signal into a feature vector by means 

of an orthogonal set of basis vectors. These vectors are the covariance matrix eigenvectors 

that minimize the mean square error. Thus, Principal Component transformation accounts 

for the covariance matrix. It can be explained that PCA converts the correlated variables 

to uncorrelated one via linear transformation such that first principal component has the 

largest variance. Then, most probably the first few components include most of the 

information about class discrimination. That is why; first few of the components of PCA 

are usually used to reduce the size of the data to be processed. 

Although PCA is used as a common dimensionality reduction technique in 

hyperspectral imaging, it is not very successful in case of low interclass variation. 

The only constraint for the PCA basis vectors is orthonormality and it does not 

account for localization information of bands. Besides, a few of the principal components 

are considered in most of the implementations. Therefore, PCA used for dimension 

reduction does not include all the information data. However, PCA-based feature 

extraction methods can benefit from the PCA advantages while compensating its 

disadvantageous with the help of other techniques. 

In [29], it is investigated that PCA applied on HYDICE and AVIRIS hyperspectral 

data sets reduces the original data size while maintaining much of the information. In 

[30], PCA feature extraction algorithm demonstrates a minimal negative effect on 

hyperspectral target detection. In [31], the hyperspectral data is divided into several parts 

and hierarchical PCA algorithm is applied to each part of the data then few principal 

components are combined to be classified. Results of [31] indicate that the method 
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realizes a remarkable reduction in data size without much degradation in classification 

accuracy. 

 

2.2.2 Wavelet-based Feature Extraction 

Unlike PCA, Wavelet Decomposition coefficients contain all the info about the 

original signal. Moreover, wavelet-based feature extraction methods give local 

information about spectral variation of a hyperspectral signal in separate bands and at 

each scale. Therefore, while using Wavelet Transform (WT) it is possible to analyze data 

at different scales and resolutions since WT decomposes the original signal into a series 

of shifted and scaled versions of the determined mother wavelet. 

Wavelet transform coefficients can be defined as a large library of orthonormal 

basis including various distinct time frequency-atoms. Wavelet Transform contains both 

the variations in amplitude and spectral info. Wavelet decomposition has two stages: 

filtering and down sampling. 

Low pass filter outputs of the wavelet transform are called wavelet approximation 

coefficients whereas high pass filter outputs of the wavelet transform are called wavelet 

detail coefficients. Low pass filter outputs represent the large scale information and the 

high pass filter outputs represent the fine scale information. 

Wavelet Transformation was used for image classification in photogrammetry and 

remote sensing areas [32]-[33].  Wavelet decomposition is applied to hyperspectral data 

several times in the literature.  

In [34], Discrete Wavelet Transform (DWT) is performed for feature extraction 

and extracted features are evaluated by automated maximum likelihood classifier for their 

classification accuracy in two agricultural fields. Simplest DWT filter Haar which has 2 

coefficients is used for DWT. 1D DWT is applied to spectral domain. Individual wavelet 

coefficients are evaluated with respect to their class discriminating capability and subset 

of the best discriminating coefficients are used as features. Subset of 1D best wavelet 

coefficients is used and it is examined that the technique performs better than PCA. The 

results indicate that larger scale wavelet coefficients are more useful and utilizing these 

coefficients gives better results than observing discrete spectral bands. 

In [35], 1D Automatic Discrete Wavelet Transform is applied in the spectral 

domain for dimension reduction. This technique is compared with PCA and it is observed 
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that classification accuracy of the former is better than the latter.  Automatic 

decomposition level is determined by calculating the correlation between the original data 

and the decomposed sub-band in the specified decomposition level on the training data. 

After that, the determined decomposition level is applied to the whole data. As a result, 

1D Wavelet Decomposition applied for dimension reduction has higher classification rate 

than PCA while preserving its simplicity advantage over PCA. 

In [36], matching pursuit method which uses a greedy strategy to find an adaptive 

basis iteratively from wavelet packets dictionary is proposed as a feature extraction 

technique for hyperspectral imagery. Moreover, other dimension reduction techniques 

based on wavelet transform are implemented and compared with the matching pursuit 

method. In this work, training data is used to find the effective and usable features for 

classification. Both linear wavelet feature extraction which only uses approximate 

coefficients of wavelet transform and nonlinear wavelet feature extraction which accounts 

for the approximate and detail wavelet transform coefficients based on entropy of the 

energy distribution or discriminant measure are implemented. In the Matching pursuit 

procedure, selected features are determined from the wavelet dictionary one by one in 

order to provide the best fitting with the original signal. At the beginning of the method, 

matching pursuit projects the original signal on a vector such that the vector is determined 

to minimize the residue. Then the residue is projected on a series of orthogonal vectors 

(wavelets) iteratively. Finally, M vectors that best fits with the original signal and have 

minimum overall residue are selected as features for the hyperspectral data. When 

compared with linear and nonlinear wavelet feature extraction methods implemented in 

this study, Matching Pursuit technique that uses projection vectors from a wavelet 

dictionary gives better results in terms of classification accuracy. 

In [37,38], best wavelet packet basis which is an adaptive wavelet decomposition 

algorithm is performed as feature extraction method for hyperspectral imaging. Best 

wavelet packet basis is determined by minimizing the cost function based on between-

class distances of the training data. It is declared that best wavelet packet basis method 

preserves the classification accuracy while reducing the computational complexity. 
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2.2.3 EMD-based Feature Extraction 

As in DWT, the intrinsic information of the data can be decomposed into several 

components in Empirical Mode Decomposition Method. These several components are 

called as intrinsic mode functions (IMFs). Each IMFs resemble to a band pass filter banks 

[39]. First IMF is the one having the center in the origin, so it is a high pass filter. 

Therefore, IMFs can be described as oscillatory modes at narrow range of frequencies. It 

is observed that lower order IMFs indicates the spatial structure of the data more with 

respect to higher orders. The number of IMFs is lower than the logarithm base 2 of the 

signal. Thus, expressing the data with empirical mode decompositions is reducing the 

dimensionality. The number of IMFs depends on both the length of the signal and 

deviations from the average of the signal. One advantage of EMD is that it can be 

proposed for nonlinear and/or non-stationary signals. 

EMD is suitable for nonlinear and nonstationary signals since it is adaptive and it 

gives info about the local time characteristics of the data. Fourier transform assumes the 

system is linear and stationary however it is not practically correct. In wavelet transform, 

if the sampling frequency and decomposition level are constant, frequency localization is 

fixed. On the other hand, EMD has adaptive frequency localization based on local signal 

properties. Therefore, EMD has many advantages over Fourier transform and Wavelet 

transform. 

As a result of the advantages of EMD in signal processing it is used as a feature 

extraction method in hyperspectral imaging. 

In [40], Empirical Mode Decomposition Mode is proposed as a preliminary 

dimension reduction technique in order to decrease the dimensionality before further 

feature extraction and classification. This technique is performed on agricultural crop area 

in which discrimination between classes is really hard. AVIRIS [41] data is used for the 

proposed method. Data whitening is applied before EMD in order to remove the 

correlations among spectral channels. Thus, EMD can result in higher performance since 

the features become independent. The processing chain of the study is given below in 

Figure 2.1. After the data is whitened, the mean operation is performed on the training 

samples belonged to separate classes. Therefore, one signal with the size of number of 

bands is obtained for ea

signals. Then the original hyperspectral data is transformed based on the IMFs of the 



eans. Finally, dimension reduction method DAFE is applied on the 

pre-reduced data. It is dedicated that the preliminary EMD dimension reduction method 

improves the performance of the further feature extraction methods regardless of training 

data size. The amount of performance increases reduces with increasing training data size. 

Therefore, when sufficient training data is acquired, there is no need for preliminary 

dimensionality reduction. 

 

Figure 2.1: Processing chain of EMD study in [40] 

 

In [42], Empirical Mode Decomposition of hyperspectral data is proposed to 

increase the performance of classification accuracy while using SVM classification. 2D 

EMD is applied to each spectral band. Two EMD approaches are mentioned, one is 

summing the first two IMFs and the second is combining the first two IMFs with respect 

to composite kernel logic. Indian Pine and DC Mall Data are used for the proposed 

methods. 191 of the DC Mall data over 210 bands and 200 of the Indian Pine data over 

220 bands are used due to the removal of water absorption and noisy bands. It is stated 

that 2D EMD based techniques improve the SVM classification accuracy in hyperspectral 

data.  
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CHAPTER 3 

 

 PERFORMED WORK 

 

To investigate dimension reduction methods before dealing with hyperspectral 

classification methods, literature survey is realized. First of all, feature selection methods 

are investigated, and a wavelet-based band selection method is tried to be implemented. 

However, the results and the implementation were not very successful. Then, feature 

extraction methods are investigated most of which are summarized in the previous 

section. After realizing a literature survey on dimension reduction techniques and 

hyperspectral imaging, a survey paper is published [43] in RAST 2013 which is added in 

the Appendix section. 

After the survey, the studies were concentrated on feature extraction methods and 

two feature extraction methods are implemented. The implemented methods are 1D EMD 

and supervised sub-band decomposition based feature extraction methods which are 

described in the following parts. The wavelet-based one-dimensional sub-band 

decomposition applied before principal component analysis (PCA) is proposed to 

increase the classification accuracy [44]. 

In this study, band selection methods are investigated besides feature extraction 

methods. Novel approaches based on dominant sets are presented. Dominant set 

technique is first applied to hyperspectral data [45]. Dominant sets-based dimension 

reduction method is applied on hyperspectral data as a band selection technique. 

Moreover, a distinct dominants sets based study is implemented as a pre-band selection 

method [83]. 

 

3.1 1D EMD 

2D EMD dimension reduction techniques applied to the spatial domain of the 

hyperspectral data are used in [42],[46], [47]. In [40] and [46] EMD is applied as a 
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preliminary feature extraction method for further dimension reduction while maintaining 

the classification accuracy. It is estimated that applying 1D EMD to the spectral domain 

of the hyperspectral data as a preliminary dimensionality reduction, the performance of 

further feature extraction method can be increased. In order to achieve this, the 

preliminary dimension reduction method has to maintain the valuable data during 

reduction. Therefore, it is decided to perform 1D EMD before PCA to increase the 

classification performance and to reduce the data size more. 

In this work, AVIRIS Indian Pine image [41] is used as an input to the 1D EMD 

feature extraction method.  Indian Pine data has 145x145 pixels with 224 spectral bands. 

First of all noisy and water absorption bands are eliminated so the spectral band number 

is reduced to 200. 1D EMD is applied to every spectral band  i.e., every 145x145 

pixel distinct spectral image. A list of intrinsic mode functions (IMFs) is formed and only 

sum of the first three of the IMFs which are believed to maintain most of original 

information are contributed to the remaining part of the study. Then, PCA is applied to 

each IMF sums. Only the first 8 of the components of PCA are taken into account. Finally, 

the output of PCA is subjected to SVM classification. For SVM classification LIBSVM 

[48] and for EMD implementation the code in [49] is used in this study. Ground truth of 

Indian pine data for supervised SVM classification is also available. The unclassified 

parts and small classes that contain small amount of samples are eliminated from the 

ground truth in this work. 100 training samples are defined randomly for each nine 

classes. This training data set is utilized for SVM to find out the SVM classification 

parameters. Classification is repeated five times and the average of the classification 

accuracies are accepted as a performance parameter. The algorithm of the work is 

indicated in Figure 3.13.1. To evaluate the performance of the algorithm, the results are 

compared with the results of direct PCA applied before SVM classification. 



Figure 3.1: Algorithm of Proposed 1D EMD Feature Extraction Method 

 

Results of 1D EMD applied to the spectral domain of hyperspectral data before 

PCA indicates that classification accuracy is decreased by 1D EMD. The classification 

accuracy of the direct PCA branch followed by SVM classification is about 0,80 whereas 

the classification accuracy of 1D EMD branch in which sum of first three IMFs are taken 

into account is about 0.58. Moreover, when a smaller number of IMFs are taken into 

account, the classification performance increases. For instance, if only first IMFs are 

considered then the classification accuracy increases to 0.68. In [42] it was stated that 1D 

EMD deteriorates the classification performance but the reason of it was not explained. 
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EMD approach determines the maximum and minimum values and constructs two 

separate functions for determined maximum points and minimum points. The mean 

function is calculated between maximum point function and minimum point function. 

Calculated mean function is subtracted from the overall signal. The algorithm works 

iteratively on residue signal to minimize the final residue under the defined threshold. 

Therefore, it can be expressed that IMFs can continue the variations of the original signal 

with significant changes in the mean value only. If all the hyperspectral data or an image 

selected from the hyperspectral data for a distinct band is subjected to EMD as in 2D 

EMD, the change in the mean value is not very important since the variations in the image 

are protected and the pixel amplitude values are somehow normalized with respect to 

each other. However, in 1D EMD the situation is different. In 1D EMD applied to every 

spectral band, each pixel is expressed by IMFs and the mean loss can be different for 

every pixel. Therefore, the amplitudes of spectral response of the pixels are deviated with 

respect to each other. This can result in the classification accuracy decrease because both 

the variations and the amplitude in the spectral response are important in case of 

classification is hyperspectral imaging. 

 

3.2 SUB-BAND DECOMPOSITION BASED SUPERVISED FEATURE 

EXTRACTION 

As mentioned in the previous section, the studies about wavelet transform (WT) 

[34]-[36] emphasize that wavelet decomposition applied for dimension reduction has 

higher classification rate than PCA while preserving its simplicity advantage over PCA. 

However, PCA can reduce the data much more. That is why; wavelet is combined with 

PCA in [50]. In the study, PCA is applied to the hyperspectral image such that the selected 

PCA basis elements are not only orthogonal to each other but wavelets as well. It is 

observed that data dimension is reduced with this technique and further improvement on 

classification accuracy is obtained when compared with PCA method. Therefore, 

combining PCA with wavelet decomposition somehow can improve the PCA 

performance while preserving efficient data reduction of PCA algorithm. 

In [44], We propose a method that first decomposes the hyperspectral signal into 

its wavelet sub-bands and that reconstructs a new signal from these sub-bands based on 

the determined weights. Then, PCA is implemented to the reconstructed signal and 



support vector machine (SVM) method is utilized as a classifier of hyperspectral data. 

The algorithm of the study is given in Figure 3.23.2. 

 

 

 

Figure 3.2: Sub-band Decomposition Based Supervised Feature Extraction Algorithm 

 

Wavelet decomposition has two stages: filtering and down sampling. For filtering 

purposes 2-level Daubechies 4 wavelet [51] transform is applied to Indian Pine AVIRIS 
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data in this study. Indian Pine test data has 224 bands and active in the spectra between 

400nm and 2500nm. After removing water absorption and low SNR bands 200 bands are 

used in the experiments. After removal of noisy and water absorption bands, 200-band 

145x145 pixel hyperspectral data is formed for experiments. The ground truth of the test 

image is also available. The non-classified parts and classes that have small number of 

samples are eliminated from the ground truth. As a result, the hyperspectral data is 

evaluated over nine discriminative classes. 

Let the hyperspectral image be denoted by  and every  for 

 where  represents the row number and  represents the column number. 

Therefore,  is the spectral response of the pixel at the th row and th column that has 

signal in 200 distinct bands such that 

 (3.1)

 

Indeed,  is an array whose elements are responses from each distinct spectral band 

for the specific pixel at the  row and  column. 

DWT decomposes the signal into two parts. Low pass filter outputs of the wavelet 

transform are called wavelet approximation coefficients whereas high pass filter outputs 

of the wavelet transform are called wavelet detail coefficients. Low pass filter outputs 

represent the large scale information and the high pass filter outputs represent the fine 

scale information.  

The outputs of the first level Daubechies 4 filter applied to each  pixel can be 

represented as 

 (3.2)

 

 (3.3)

 

where  and  represent the low pass and high pass filters respectively,  represents 

the approximation coefficients or low pass filter output, and  represents the detail 

coefficients or high pass filter output. 



25 

The outputs of the second level Daubechies 4 filter applied to first level wavelet 

transform outputs are 

 

 (3.4)

 

 (3.5)

 

 (3.6)

 

 (3.7)

 

Randomly selected training data from each class is applied to -level DWT and 

this forms four sub-branches , ,  and . 100 samples are selected randomly for 

each class, so the training data size is defined as  where  represents the 

pixel numbers located in nine classes and  represents the number of bands. Therefore, 

 and  are selected randomly to define  samples for each class provided that all the 

 selected samples are within the same class. 

Then PCA is performed on each sub-branch and only few of the PCA components 

are contributed to the classification of wavelet sub-bands. In the experiments, the effect 

of the number of PCA components on the proposed algorithm is investigated. In order to 

achieve this, Monte Carlo simulations are run for different PCA dimensions ranging from 

 to . It is thought that if the PCA dimension is below  then the selected principal 

components can be insufficient to represent the information of the hyperspectral data. 

Also, it is thought that if the PCA dimension is above  then the data size cannot be 

reduced much. 

Suppose that PCA dimension is  where , then the outputs of PCA 

applied to each four sub-branch of the two level WT becomes: 
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, PCA output of     (3.8)

 , PCA output of     (3.9)

 , PCA output of   (3.10)

 , PCA output of   (3.11)

 

where   is the jth component of PCA for  for the  sub-branch. 

 

As a classification method SVM is utilized. After the utilization of SVM, four 

classification accuracies for each sub-band appear.  

, classification accuracy of LL sub-branch  (3.12)

, classification accuracy of LH sub-branch  (3.13)

, classification accuracy of HL sub-branch  (3.14)

, classification accuracy of HH sub-branch  (3.15)

 

 is the supervised support vector machine classification methods that 

outputs the classification accuracy by considering the ground truth. Cross validation is 

applied to training samples for SVM training before calculating classification accuracies 

of each wavelet sub-band. 

These four classification accuracies ( , , , ) are used to 

determine the weight of each wavelet sub-band. In order to calculate the weights, linear 

mapping method shown in Figure 3.33.3 is performed. Linear mapping is formed based 

on two reference points max_par and min_par. Maximum parameter is the reference 

classification accuracy point whose weight is determined as  whereas the minimum 

parameter is the reference classification accuracy point whose weight is determined as . 

As it is known, if it is not preferred to change the weights of the outputs of the DWT then 

all the weights of sub-branches should be taken as . However, in this study it is preferred 

that the sub-branch that has the largest classification accuracy dominates the 

reconstructed signal from the four sub-branches. Moreover, it is required to take all the 

sub-branches into reconstruction process. Consequently,  is taken as  and 

 is taken as . This means that if the classification accuracy of the sub-band is 
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 its weight is  and if the classification accuracy of the sub-band is  its weight is 

. 

 

 

Figure 3.3: Linear mapping of Classification Accuracies to Find out the Weights of Subbands

 

The weights of the four sub-bands are calculated as follows: 

 

              (3.16) 

                              (3.17)

           (3.18)

                                 (3.19)

 

where slope equals to  and  equals to . 

After the calculations of the weights of four sub-bands from the training data, the 

-level DWT is performed on the overall hyperspectral data eliminated from noisy and 

water absorption bands.  The four sub-band outputs are , , , and  

as described above and ,  includes all values between  and  since it is worked on 

all data instead of a training data. Four sub-bands of the wavelet decomposition are 

combined to form a new feature signal based on the calculated weights. Therefore, 

weighted sub-bands are subjected to -level Inverse DWT. First level outputs of Inverse 

DWT are 

 

, low branch output  (3.20)
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, high branch output (3.21)

 

where  is the Daubechies  type inverse DWT operation with low pass 

filter output as low and high pass filter output as high. 

 

With the second  operation, the reconstructed signal becomes 

, reconstructed signal  (3.22)

 

Since the signal is reconstructed proportional to the classification accuracy of each 

wavelet sub-band, it emphasizes the significant coefficients that have the most class 

discriminative properties. The reconstructed signal is subjected to PCA and same number 

of components used for training data is used for SVM classification method.   

In the experiments, the effect of the number of PCA components on the proposed 

algorithm is investigated. To achieve this, Monte Carlo simulations are run for different 

PCA dimensions ranging from 4 to 30. In order to evaluate the performance of the 

proposed method, the results of the method are compared with the results of PCA 

algorithm. Figure 3.4 indicates the classification accuracies of the proposed wavelet based 

sub-band decomposition method and PCA with respect to the PCA dimensions. It is 

investigated that the classification accuracies of PCA and the proposed method are nearly 

the same for lower PCA dimensions. However, for higher PCA dimensions, the 

classification performance of the Proposed Method is better than that of PCA. 
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Figure 3.4: Comparative Results 

 

PCA provides remarkable reduction in hyperspectral imagery. However, PCA is 

computationally complex with respect to DWT. Unlike DWT, it cannot eliminate 

arbitrary anomalies in a band. Wavelet Transform contains both the variations in 

amplitude and spectral info. PCA is optimal when the joint distribution of the noise and 

the clutter is Gaussian. However, this is not the case in practice. It is often hard to 

distinguish between the clutter coming from the background and the target signal. 

In this study, wavelet-based sub-band decomposition method applied before PCA 

to increase the classification accuracy. It is investigated that classification performance 

of the supervised method that is proposed here is better than PCA especially for higher 

PCA dimensions larger than 6 while maintaining the reduction efficiency of PCA on 

hyperspectral imagery. 

 

3.3 HOW TO SELECT TRANSFORMATION TYPE, FILTER TYPE, AND 

WAVELET LEVEL? 

Most of the signals are represented as time domain signals in practice. This means 

that the measured value by the signal is a function of time. However, for most applications 

the distinct or valuable information can be recognized from the frequency representation 

of the signal. That is why; the frequency domain of the signal is required to be represented. 
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Fourier transform is a popular way of achieving the signal information in frequency 

domain. Fourier transform gives information about how much of each frequency exists in 

the signal. On the other hand, there are other transformations to convert time domain 

signal to a frequency domain one. 

Fourier transformed signal has no time information. In other words, Fourier 

transform can give information about which frequency components exist in the signal but 

cannot give any information about at what times these frequency components exist. If the 

frequency content of the signal does not change over time, i.e., the signal is stationary, or 

if it is not required to know at what times the frequency components exist, Fourier 

transform is very useful.  Since Fourier transform is lack of the time information of 

frequency components in the signal and it cannot be used for non-stationary signals, a 

window-based function called short time Fourier transform (STFT) is developed. STFT 

takes part of a non-stationary signal which is assumed to be stationary and process each 

of these partitions separately.  

STFT gives information about time and frequency of the signal with some 

resolutions. Indeed, it is not possible to know the time instant of a specific spectral 

component. In other words, high resolution in time and frequency domain cannot be 

2]. On the 

other hand, the time interval of the specified spectral components can be found. STFT 

presents a fixed resolution for time and frequency. This limits the time information of 

time spectral components. What is needed is a variable resolution. That is why; wavelet 

transform is preferred to be used widely in signal processing. STFT provides a fixed 

resolution, whereas Wavelet Transform provides a variable resolution.  

The agricultural hyperspectral data is non-stationary. Therefore, in this study 

wavelet transform is selected to investigate signal characteristics and wavelet-based 

method is performed to increase classification accuracies of hyperspectral data.  

Wavelet transform is becoming a common tool to analyze localized variations in 

time and frequency domain. Wavelet transform has been used for a wide variety of 

applications such as geophysics [53], compression, denoising, feature extraction [34-37], 

etc. 

Wavelets can be mainly categorized into two: non orthogonal and orthogonal 

wavelets. Non orthogonal wavelet analysis is highly redundant especially at large scales. 
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Moreover, the filter banks are correlated. Therefore, non-orthogonal wavelet transform is 

beneficial when the wavelet transformed amplitude of the signal is expected to be smooth 

and continuous. On the other hand, orthogonal wavelet transform forms a wavelet 

spectrum consisting of discrete wavelet blocks. This structure provides the most compact 

representation of the signal. In hyperspectral image processing, one aim is to reduce the 

correlated and redundant data. That is why, dimension reduction methods are applied to 

the hyperspectral data. In consequence of this, it is preferred to use an orthogonal wavelet 

transform in order to reduce the redundant information. Additionally, hyperspectral 

agricultural data may have sharp peaks instead of having a smooth amplitude when 

wavelet transform is applied on it. In the Figures 3.5 and 3.6, wavelet low pass and high 

pass filter outputs of the SALINAS data exhibit sharp peaks instead of smooth curves.

 

Figure 3.5: Wavelet (Daubechies 4) Low Pass Filter Output of SALINAS Data 
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Figure 35.6: Wavelet (Daubechies 4) High Pass Filter Output of SALINAS Data 

 

Based on the information about orthogonal wavelets and the figures [10, 11], it is 

decided to use orthogonal wavelets. Firstly, Daubechies 4 type wavelet is determined to 

be performed. Daubechies wavelets indicate a collection of orthogonal mother wavelets. 

[54] For affixed number of vanishing moments, Daubechies wavelets have a minimum 

size support length. Support length is defined by width of the window function. The lower 

the support size of the mother wavelet is the less number of high amplitude coefficients 

window function. The Daubechies mother wavelets are not symmetric. 

There are other orthogonal wavelets such as Haar, Symmlet, Coiflet, and etc. Haar 

is the simplest one and it is memory efficient, so it is fast. However, it has only one 

vanishing moment. Therefore, it does not fit well in order to approximate smooth 

functions. Symmlets are more symmetric than Daubechies whereas Coiflets are more 

symmetric than Symmlets.  

Any orthogonal wavelet can be applied to the performed method. However, it is 

a misunderstanding that any wavelet is suitable for any signal and any applications. It is 

crucial to select the correct wavelet type for a high performance application result. 

Crucial properties of a wavelet function can be expressed as compact support, 

symmetry, orthogonality, and degree of smoothness. The shape of the wavelet function is 
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also important must be taken into account based on the characteristics of the hyperspectral 

data. For instance, if the data has sharp jumps and steps in time domain Haar wavelet 

function can be used. On the other hand, when the data is smoothly varied in time domain 

then a smoother wavelet function such as Daubechies can be used. 

Considering the best wavelet type for a specific application is a research topic in 

the literature. Jain Brothers investigated the performance of five wavelet types for image 

compression [55].  In [56], a recent study on image compression, wavelet functions were 

compared with respect to some quality metrics such as minimum square error. [57] is 

about a wavelet-based forecasting method for WiMAX traffic time series. The aim of this 

paper is to propose a strategy for the selection of wavelet type. The results of the studies 

were determined by the data and the performed methods. There is no generic solution. 

Our aim in this study is to increase the classification accuracy of the hyperspectral classes 

with respect to the SVM classification method. 

 

Figure 3.7: Performance of Proposed Method and PCA Using Haar, Daubechies4, 

Daubechies10, Symmlet4, Symmlet10, and Coiflet4 Wavelets 

 

Figure 3.7 indicates that the wavelet based proposed method described in the 

section above outperforms PCA method for different PCA dimensions in terms of 

classification accuracies. When the wavelet performances are compared for the proposed 
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method, it can be observed that there is not much difference among the wavelet types for 

Indian Pine data. Daubechies 4 wavelet which is used in most of the proposed work is 

one of the best performance wavelets. In the proposed work, wavelet packet structure 

shown in the Figure 3.8 is performed. The level order of the wavelet packet used in the 

work is 2 and all the subbands are used with some determined weights based on the 

classification accuracy performances of each subband. DWT employs two sets of 

functions, called scaling functions and wavelet functions, which are associated with low 

pass and high pass filters, respectively. Besides the wavelet packet tree used here, there 

can be many other wavelet tree structures. In wavelet applications usually the 

approximation component of the decomposition is decomposed iteratively whereas the 

detail components are not used or used without iterative decomposition. Octave band 

decomposition [58], seen in Figure 3.8 can be an example of this approach. However, if 

the important information is in higher frequency components, it requires further 

decomposition even in detail components.  

Once the wavelet tree order is determined; there are many options for the wavelet 

packets that are going to be used. However, most probably many of them have a poor 

match for the application. To determine wavelet packet tree structure and wavelet packet 

tree order is a common problem in literature that has been investigated. It is possible to 

find a good match between the wavelet packet tree and the application data with an 

effective search algorithm.  

 



 

Figure 3.8: Performed Wavelet Packet Tree Structure 

 

 

Figure 3.9: Octave Band Decomposition Tree Structure 



36 

In [59], wavelet families and packets were evaluated for image texture 

classification. In [60], to find out best wavelet subbands and best wavelet basis entropy 

based algorithm is implemented. In this study, entropy is used as a decision criterion for 

selecting which subbands to use. Moreover, in [61, 62] the decomposition of a signal is 

decided with respect to an entropy-based criterion. Entropy is a common concept mainly 

in signal processing since it gives information about the content of the signal.  

It is not easy to determine the wavelet packet level. In [62], it was stated that based 

on the experimental results 2- or 3 levels could be chosen consistently for speech signals. 

In the proposed work 2 level wavelet decomposition was performed. However, it is 

possible to determine wavelet orders and wavelet basis with respect to the entropy criteria. 

 

3.4 AGRICULTURAL DATA CHARACTERISTICS 

Agriculture authorities in the world are required to know amount of crop yield 

every year so as to feed the earth human population. In our country, ministry of agriculture 

provide subsidy payments based on crop distribution and crop species that farmers being 

grown up. Therefore, agricultural land use information is crucial, and it has to be updated 

every year. This information has been gathered by communication with farmers and site 

visit of agriculture inspectors. However, this method is really time consuming, expensive, 

and insufficient. On the other hand, hyperspectral remote sensing can be time efficient, 

cost effective and more reliable in order to achieve agricultural land use information. 

For agricultural applications, there are two main remote sensing methods: 

multispectral and hyperspectral. Both methods require phenological information since 

crops and vegetation can indicate different spectral characteristics at different seasons. In 

[63], vegetation classification problem due to seasonal variation in the spectral 

characteristics is emphasized. Therefore, it is beneficial to have the phenological 

information gathered from time series remote sensing data. Indeed, multitemporal data 

can increase the vegetation separability. 

The agriculture species reflects valuable signals in the spectrum covering the 

visible, near infrared and the short-wave infrared regions i.e.,  to . That 

is why; well-known remote sensing satellites for agricultural purposes either fully or 

partially cover the defined spectrum. Scientists and engineers have worked to discover 

whether multispectral or hyperspectral methods would be more appropriate for crop 
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discrimination. Thenkabail, Lyon, and Huet stated in [64] that in order to discriminate 

among the biochemical materials involved in plant structures such as the starches, 

proteins, lignin, chlorophylls a and b, total chlorophyll, carotenoids, anthocyanin, 

nitrogen, water, and cellulose requires  to  spectral bandwidths. Moreover, if 

multispectral sources are used, different vegetation species may have similar spectral 

signatures. On the other hand, hyperspectral sources provide detailed spectral signatures 

for distinct agricultural products so that classification can be realized with higher 

classification accuracies.  

In [65], Landsat ETM bands are compared with Hyperion data. The latter gives 

higher spectral information and results in better classification results for distinct 

agricultural crops. In this study, the main aim is to find out optimal hyperspectral 

vegetation indices and hyperspectral narrow bands for agricultural crops. The study is 

realized based on (EO-1) Hyperion scenes and surface hyperspectral data for the eight 

leading worldwide crops wheat, corn, rice, barley, soybeans, pulses, cotton, and alfalfa). 

A field spectro-radiometer working in ( ) with -  spectral sampling was 

used. In order to explore the best vegetation indices and narrow bands for agricultural 

products, temporal resolution is required in remote sensing applications. Therefore, in 

this study defined agricultural areas were investigated for  distinct plant growth stages: 

early vegetative, mid vegetative, flowering, tillering, critical, and senescing.  optimal 

narrow bands are determined to characterize, monitor, and classify these 8 crops. The 

narrow bands include  bands in the far short wave infrared ( ), six in the 

near short-wave infrared ( ), three in the near-infrared ( ), 

four in the near-infrared ( ), three in the red-edge ( ), two in 

the red ( ), four in the green ( ), and three in the blue 

( ). 

Beside [65], there are other studies on agricultural crop classification such as [4, 

66]. In [4], winter rape is automatically mapped and discriminated relative to its 

coexisting crops by using hyperspectral images with the existence of a product specific 

characteristic spectral signature. Hymap images with a  spectral sampling 

were used for this study. ASD FieldSpec JR spectroradiometer was used for field spectral 

measurements. To reduce the effect of illumination difference spectral measurements 

were collected during 11:00 13:00 local time. The spectral data calibration was realized 
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with a Barium Sulphate white reference panel. Spectral information for the crops in the 

spectral library was resampled based on Hymap specifications to compare the Hymap 

hyperspectral images with the spectral signatures of the spectral library. 

Use of pre-knowledge or training data for spectral information is hard to deal with 

when the pre-knowledge is obtained by different sensor under different atmospheric 

conditions and when the geometry of the sensor with respect to the imaging area is 

different.  Therefore, in most of the studies the training data and the targeted data were 

collected in almost the same time from the same locations. However, in [4] there is 6 

years of time difference between field measurements and hyperspectral images. In 

addition to this, there is  distance between the imaged area and the measurement 

field. Therefore, this study is more generic and independent to temporal and spatial 

changes compared to other studies. 

When limited number of crops is to be classified, it is focused on finding the 

optimal wavebands and spectral samplings with respect to the distinct valuable 

wavebands. The aim of [4] is to determine the optimal waveband centers and spectral 

samplings for agricultural crop characteristics. Mainly  crops are investigated in Syria 

location: barley, wheat, lentil, cumin, chickpea, and etc. Narrowband data from  

hand held spectrometer manufactured by analytical spectral devices, broadband data from 

LANDSAT 5TM, and ground-truth data are used to realize this study. All measurements 

with spectroradiometer were taken under bright clear-sky conditions. The determination 

of the optimal waveband centers and widths are compared with the previous study of 

Thenkabail in  [5]. The  of the band centers of the  optimal wavebands of this 

study are the same as those in the other study within  margin. These results can be 

used to design an optimal hyperspectral imager for the six crops or to reduce the data used 

for the discrimination of the six crops.  

It is shown in [3,4,5] that few spectral bands among a huge number of contiguous 

narrow spectral bands of hyperspectral imagery are sufficient for specific applications 

including limited types of products. For instance, calculation of greenness vegetation 

indices does not require the full spectrum data. Additionally, increasing the number of 

used bands for classification increases the required training data size. However, it is 

beneficial to keep in mind that the bands that are redundant for one application may be 
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valuable in other applications. Therefore, contiguous full spectrum data will always be 

required.  

In [4] and [5] crucial bands for agriculture are provided. Pixel heterogeneity, 

mixed pixels, spectral similarity, and crop pattern variability are problems of crop 

discrimination. Some methods give inaccurate results because of these problems. To 

handle with this issue, many studies have been performed. [6] is one of these studies. [6] 

is an example of successful crop classification application. This study indicates that 

object-based image analysis can be a solution to the problems of spectral variability and 

mixed pixel. 

Some studies indicated that some crops do not have unique spectral signatures 

even in high resolution spectral data. Therefore, it can be declared that some crops have 

unique spectral signatures whereas some others do not. Based on this information, it is 

beneficial to continue spending efforts of building spectral libraries for automated 

hyperspectral image discrimination.  

 

3.5. DOMINANT SETS BASED FEATURE SELECTION METHOD IN 

HYPERSPECTRAL IMAGERY 

There have been many studies on hyperspectral image processing. In order to 

make a valuable contribution on this area, it is crucial to investigate the studies of recent 

advances in hyperspectral image processing [67-70]. These studies indicate that last 

studies on hyperspectral image processing have concentrated on combining the spatial 

and spectral information. Using spatial information in hyperspectral applications is 

crucial since without the use of spatial information, hyperspectral images are assumed to 

be unordered lists of spectral measurements without particular spatial arrangement.  

Spatial and spectral information combination can be utilized both in feature 

extraction methods and feature selection methods. Unlike feature extraction, feature 

selection cannot lead to deterioration of the critical data during data transformation since 

a subset from the original input data which is optimum for the decided criteria is selected.  

Moreover, usually a set of bands among the whole spectra is sufficient for a specific 

application. Band selection methods [25, 27] are the most popular feature selection 

methods that select the most valuable bands and remove the redundant bands based on a 

determined criterion. 
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The hyperspectral band selection technique can be ranking based [71-72] or 

clustering based [73-75]. Ranking based methods are utilized for detecting the most 

informative and distinguishing bands. However, there is a drawback that ranking based 

methods can select redundant bands since correlation among the selected bands is not 

considered. Unlike ranking based methods, clustering based methods take correlation 

among the bands into account. These methods firstly cluster the bands based on a 

determined criteria and then select one band from each cluster which represents the 

cluster. Therefore, it is decided to propose a clustering based band selection method that 

takes the spatial relation among the pixels into account.  

Graph-based representations in pattern recognition have become state of the art 

approaches for problem solving specifically clustering problems. There are advantages in 

using graphs instead of using feature vectors for object representation [76]. Shi and Malik 

[77] introduced a normalized cuts method which was based on a generalized eigenvalue 

problem to obtain graph partitions according to normalized cuts criterion. On the other 

hand, Pavan and Pelillo [78] proposed a dominant sets method (DSM) in which a graph-

theoretic definition of a cluster was introduced. DSM is also related with the maximum 

clique problem in graphs. Pavan and Pelillo [78] demonstrated the relation between DSM 

and maximum clique when weighted undirected graph is induced to unweighted 

undirected graph. The main idea of these methods is to get a graph-based representation 

of a problem by mapping the graph elements with vertices and mapping the relationship 

of the graph elements with weighted edges. Therefore, the problem is simply induced to 

solve a graph-based optimization problem. In this paper, we propose novel graph-based 

representations in hyperspectral band selection. 

Hyperspectral image classification is an important application in agriculture, 

forestry, geology, ecological monitoring, and disaster monitoring [43]. According to 

application area, materials or elements under consideration can vary. A set of selected 

bands can be useful in one application domain; on the other hand, the same set may not 

have any use in another application domain. In real life scenario, a few numbers of distinct 

classes are required to be discriminated for a specific application with a limited number 

of training data. The main challenge is to detect the predetermined classes among a larger 

number of distinct classes.  To achieve this, a framework is required to obtain an 

optimized set of bands that has not only inter-class discriminative information, but also 
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intra-class coherence for a specific application.  DSM has the advantage of graph-based 

representation simplification and aims to increase intra-cluster heterogeneity while 

decreasing interclass heterogeneity. Therefore, it is a good idea to combine DSM 

approach with band selection in order to handle the main challenge in the real-life 

scenario. In this paper, we propose a novel framework based on dominant sets approach 

i.e., dominant sets based feature selection method (DSbFSM) in order to overcome the 

above mentioned problem. 

DSbFSM is a graph-based clustering band selection method so that it aims to 

cluster the bands by dominant sets approach and selects the most valuable band from each 

cluster. In clustering band selection methods, clustering can be realized based on different 

criteria. In [73] mutual information is selected to cluster the spectral bands whereas mean 

average deviation criterion is used in [74] for clustering the bands. However, rather than 

finding the most informative bands among the whole spectra, it is crucial to find the most 

distinctive bands for predetermined classes. Therefore, DSbFSM computes the 

discrimination performances of the bands for determined classes in a specific application 

in order to utilize the result as a band clustering criterion.  To evaluate the discrimination 

performances of each band, it is meaningful to use a clustering method. Therefore, the 

classification performance of each band is again evaluated by dominant sets approach. 

The DSbFSM has two stages. In the first stage [45], the pixels in each band are 

clustered into groups. These clusters are matched with known classes by using the ground 

truth and the clustering performance of each band is evaluated for each class. Therefore, 

the first stage puts forward to performances of each band for each class. The second stage 

uses these results in order to cluster the bands of hyperspectral image. The most 

representative band in each cluster is selected. As a result, a set of bands that contains 

most discriminative information according to training data and has the least redundancy 

is selected. Shortly, the first stage is the performance evaluation of bands with respect to 

defined classes whereas the second stage is the band selection process by using the 

outputs of the first stage. In both stages, dominant sets based clustering approach is 

performed. In the former, DSM is utilized to cluster the pixels. On the other hand, in the 

latter DSM is utilized to cluster the bands. 

The DSbFSM algorithm is shown in Figure 3.103.10 

 



Figure 3.10: DSbFSM Algorithm 

 

The first and second stage of the proposed method will be explained in detail in the 

following sections. Briefly, the main steps of the proposed method are as follows: 

1. DSM is applied at each frame that belongs to a specific band for clustering. 

2. Metric values of each frame are evaluated for each class. As a result of the process, 

a frame has metric values for each class and average metric value for the overall 

classes. The average metric is the mean value of the metric values for each class. 

3. These metric values formed for each frame are utilized for finding out the 

similarity among frames in order to cluster the bands of the hyperspectral image 

by using the DSM. 

4. The band that represents its cluster properties most i.e. the band that has high 

interclass similarity and high average metric value is selected from each band 

cluster. The selected bands form the set of bands determined by the proposed 

feature selection method. 
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Both stages of the proposed scheme are based on the dominant sets method. 

Fundamentals of the dominant sets method are provided in the sequel. 

 

3.5.1. Dominant Set 

Clustering problems occur in many areas of engineering such as image 

segmentation, computer vision, data mining and etc. Pavan and Pelillo [78] proposed a 

graph theoretic approach that combined the concepts of cluster and dominant set of 

vertices. This dominant sets method aims to increase the inter-cluster homogeneity while 

decreasing the intra-cluster homogeneity. This method is used as a movie scene detection 

approach in [79]. 

In this framework, the first step is to find out the similarities between the graph 

vertex pairs to form the similarity matrix  which is a  nonnegative symmetric 

matrix and  is the number of vertices and  ,  are the corresponding vertices. is 

represented by a weighted undirected edge  between each vertex  and . A graph 

 is constructed by a set of vertices , and a set of edges 

. For each , there are no self-loops in the graph. 

Let  be a nonempty subset of vertices and .  is defined to be the average 

weighted degree of  with respect to : 

 
(3.23)

The equation  mentions the relation of  with the other vertices in .  In 

addition to this, it is required to form the relation between the vertices in  and  provided 

that . Therefore, then function  is defined to measure the similarity between 

vertices  and , with respect to the average similarity between vertex  and its neighbors 

in . 

 (3.24)

The total weight of subset  is defined as: 

  

 (3.25)

where  is weight of  ( ) with respect to  and it is represented as below. 
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(3.26)

 defines the overall similarity between vertex and the vertices of  with respect 

to the overall similarity among the vertices in . A non-empty subset of vertices 

 such that  for any non-empty , is said to be dominant, if: 

1.  

2.  

The resulting two statements mentioned above correspond to the cluster 

conditions that are related to inter-cluster homogeneity and intra-cluster inhomogeneity 

respectively. The dominant sets found based on the two criteria can be classified as 

clusters. In practice, direct implementation of this framework is not feasible because of 

its computational complexity. To solve this problem, a continuous optimization 

technique, known as replicator dynamics can be used [77]. 

 
(3.27)

where  is the iteration index and  indicates the transpose of the vector. The iteration is 

terminated if and only if the difference between two consecutive iterations of  is below 

the predetermined threshold. Once the dominant set is detected, the remaining vertices 

can be subjected to the same equation in order to find new dominant sets i.e. clusters. By 

this way, clustering can be realized for the data. 

 

3.5.2 Dominant Sets Based Feature Selection Method (DSbFSM) 

This feature selection method proposes a selected set of bands for discriminating 

the classes under concern. In order to achieve this, a small part of the hyperspectral image 

that contains sufficient samples for the interested classes is selected. The DSbFSM will 

be performed on the selected part of the whole image. Therefore, it is aimed to find out a 

general frame work that can define required bands for classification without performing 

on the whole data set. Indeed, the selected set of bands can be used to discriminate the 

classes under concern even for another region that contains not only the same classes but 

also contains other distinct classes. 
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3.5.2.1 First Stage of DSbFSM 

In the proposed approach, the first step is to evaluate the performance of bands 

with respect to defined classes based on a particular metric [45]. In this study, F-measure 

metric [79] is used to quantify the classification performance of bands. In order to 

evaluate the discrimination performance of bands, pixels in each frame that belongs to a 

specific band are clustered by DSM. Then, the clustered pixels are classified by the 

ground truth. The cluster is appointed to the class that has highest number of member 

pixels in the cluster. As a result, each band frame is classified. Classification performance 

is evaluated using F-measure metric [79].  

Let  be the  hyperspectral image i.e., the hyperspectral cube has  

bands,  pixels in the image frame row and  pixels in image frame column. Let  be 

the partition of  including sufficient samples of the classes under concern. That is, is 

also a hyperspectral image having  bands and  number of pixels where . 

Therefore,  can be expressed as: 

 (3.28)

where   is the  band of the hyperspectral image and it is a  pixel image frame.  

In this stage, each frame that belongs to a specific band i.e.  is subjected to DSM 

to form the clusters. The first step is to form the similarity matrices for each band. Let  

is the  similarity matrix for the  band and  is the element of the similarity 

matrix that represents the similarity between the  and  pixels, and .  

In order to form the similarity matrix, it is required to have a similarity 

measurement function. It is determined that this function is related with both spatial and 

spectral information. Therefore,  is defined as: 

 (3.29)

where  and  are spatial and spectral information parameters respectively. Once these 

parameters are determined they are used for every .  is the reflectance value 

of  pixel for the  band. Indeed,  is an element in  . The spatial distance in the 

image frame between pixels  and pixel  is represented as  . 

After forming the similarity matrix, the dominant set is iteratively calculated by using 

. The threshold  defines the number of iterations. The remaining part of the first 

stage of the proposed method is given in the following steps: 
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Step1. The initial value of  is a  size array consisting of all ones. It means that 

initially all pixels of the  band are in the dominant set. 

Step2. Calculate the dominant set by using : 

        

Step 3. If  then  and go to Step 2. 

Otherwise go to Step 4. 

Step 4. The dominant set is finalized. The dominant set elements constitute the cluster. 

This cluster is assigned to the proper class by using the ground truth. The maximum 

number of cluster pixels that are affiliated to the same class defines the class of the cluster. 

Therefore, the pixels in the dominant set are classified. 

Step 5. The classified pixels are extracted from the image and the similarity matrix 

elements related to these pixels are eliminated from the similarity matrix .  

Step 6. If there are unclassified pixels, form  array with a size equal to the number 

of unclassified pixels consisting of all ones and go to Step 2. Otherwise go to Step 7. 

After performing the iterative algorithm above, all the pixels are classified. The 

next step is to evaluate the performance of bands for each class with a metric. For the 

evaluation process, it is important to succeed in both clustering the pixels that belongs to 

the same class in the same cluster and preventing from mismatch of the cluster pixels with 

incorrect classes. Therefore, F-measure metric [79] is selected to evaluate the 

performances since it takes not only the detection but also the false alarm into account. It 

measures the quality of the detected clusters and ranging from 0 to 1.   shows a 

perfect result. 

 is defined as follows. 

 
(3.31)

where 

 
(3.32)

 

GT is the ground truth and DT is the dominant set. 
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 (3.33)

Recall  and precision  functions are defined as follows: 

 
(3.34)

 
(3.35)

                                     

    Step 7. As described in Step 4, F-metric is calculated after the clusters are assigned 

to the proper class. Calculate the F-metric of the  band for each class by using the 

equation: 

 
(3.36)

 

for  where  is the number of classes in the ground truth. 

Step 8.  is  band performance for each class and each element of this array  

refers to a distinct class in the ground truth. Besides this, an overall metric is calculated 

for the  band called .  is the mean value of  . 

All the steps given above are applied to each band of the hyperspectral cube. 

Therefore, the performances of the hyperspectral bands are evaluated separately. The first 

stage of the algorithm was published as a part of this study [45]. 

 

3.5.2.2 Second Stage of DSM 

In the first stage of the proposed method, performance evaluation of bands with 

respect to defined classes is realized. In the second stage, the aim is to find out the set of 

bands that mostly discriminates the given classes by using the information coming from 

the first stage. 

Since the output information of the first stage is the input of the second stage, we 

have to start with  s for  . As mentioned before   is the F-metric values of 

the  band for each class. Actually,  that can be defined as the overall performance 

of the  band was also calculated for each band in the former stage. However, it is not 

meaningful to select the bands that have largest  values. Due to the fact that the band 
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which has low overall performance can possess high performance for a distinct band, it 

is better to use  s that includes distinct performances for each class.  

The main aim of the band selection is to eliminate redundancy. Therefore, it is 

required to know the redundant bands. Band clustering is a good solution to define the 

redundant bands.  is behaved as a signal having  samples and dominant sets technique 

is applied among all  s for  . To apply dominant set technique, similarity 

measurement matrix  is formed.  is a  symmetric matix and its elements can 

be defined as: 

 (3.37)

where  is the band correlation parameter and  is the correlation of signals 

and  . Additionally,  is the mean square distance parameter and  is the 

absolute value function. At first glance, it seems that correlation function is sufficient to 

form the similarity matrix. However, the distance between band pairs is also crucial to 

distinguish the bands. The first exponential term of the similarity matrix is related with 

the correlation between band pairs whereas the second exponential term is related with 

mean square distance term in the literature  that defines the distance between the band 

pairs. Besides the correlation function, the distance between band pairs is also crucial to 

distinguish the bands. Let  be a  dimensional signal and  is another signal that is 

equal to  times  where  is a constant between  and .  and  are 

both equal to  unless is different from . In order to differentiate between s such as 

the signals  and , mean square distance term shall be used while calculating the 

similarity matrix. 

Using , the dominant sets of bands are calculated iteratively. The iterations 

finalize provided that the distance between two successive iterations is smaller than the 

threshold . When the iterations finalize, a dominant set is found. This dominant set 

refers to a band cluster consisting of similar and/or redundant bands. The remaining 

bands are subjected to the dominant sets algorithm described above until no unclustered 

band exists.  

At this stage, there are  numbers of band clusters. Therefore,  bands have to 

be selected from each cluster to determine the set of bands formed by the proposed feature 
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selection method. The selected band within the cluster has to satisfy the below 

statements: 

1. The selected band has high  

2. The selected band has highly correlated with other bands within the cluster 

To satisfy the two statements above, band selection criteria is defined as: 

 (3.38)

where  is the band cluster for  and  is the band selection parameter of 

the  band which is located in the  cluster. The band which has the maximum  

value is selected from its cluster. The selected bands form the output of the proposed 

feature selection method. 

 

3.5.3 Other Feature Selection Methods 

In order to evaluate the performance of the proposed method, two other feature 

selection methods are implemented: Correlated band selection (CBS) method and 

sequential forward selection (SFS) method. 

CBS is a simple method that realizes the band selection by considering the 

correlation among bands. First of all, correlation parameters between band pairs are 

calculated. Band pair correlation is found by using the MATLAB function  

where  and  refers to image frames for the first and second bands. The most 

uncorrelated band pair that has the lowest  value is chosen as the first 

two members of the selected band set. Then the correlation pair values of the current 

selected bands are summed to find the next band. The most uncorrelated band with the 

current bands is selected as a new member. The last step is performed iteratively until the 

required number of bands is achieved. 

In SFS method, features are sequentially added to an empty candidate set until the 

addition of further features does not decrease the criterion. Criterion is selected as the 

classification accuracy of SVM. SFS does not propose the optimum set of bands, but it is 

a suboptimum method. The band (the frame of the band) that has the highest classification 

accuracy is selected as the first member of the band set. In order to achieve this, SVM is 

applied to all band frames. That is, if the band number is  then SVM is applied  times. 

Next step is to find out the next band that increases the classification accuracy provided 
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that it will be used with the current bands of the selected band set. Therefore, for the next 

step SVM is performed  times. The last step is run iteratively until the classification 

accuracy does not increase any more. Since SVM is performed iteratively in SFS, its 

computational complexity is high. 

 

3.5.4 Performance Evaluation and Results 

In this study Salinas and Pavia scenes are used [80]. As described earlier, 

DSbFSM is performed on a small partition of the whole hyperspectral image that contains 

sufficient samples for the interested classes. 

  Salinas A data includes six classes DSbFSM is performed to find out valuable 

hyperspectral bands for the six classes. Salinas A data is the partition of the Salinas data. 

Salinas A is approximately  of Salinas data when removing the unclassified regions. 

Salinas data includes  more classes but these class samples are signed as unclassified 

since they are not under concern. The ground truth of Salinas A is shown in Figure.   

 

 

Figure 3.11: Salinas A ground truth including 6 classes and unclassified regions 

 

A partition includes trees, bitumen, tiles, meadows, bare soil, and water classes 

are selected from the Pavia data. This partition is approximately  of the full Pavia 

data when removing the unclassified regions. Selected part of Pavia including four classes 

is shown in Figure 3.12. 
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Figure 3.12: Ground truth of Pavia selected partition including 6 classes and unclassified regions

 

DSbFSM is performed on the three distinct hyperspectral data as mentioned in the 

above part. While implementing the DSbFSM, there are four parameters to determine. 

Two of them are for the first stage  and . These parameters are found iteratively by 

using the red edge band in Pavia data as  and  for the spatial and spectral 

parameters respectively. For Salinas data spatial parameter remains constant and spectral 

parameter is multiplied by the ratio of the radiance mean values between the performed 

data and the Pavia data. The remaining two parameters  and  are for the second stage 

and taken as  and  for all hyperspectral data. 

  While performing the DSbFSM, only the samples of the classes under concern are 

taken into account. Once DSbFSM is performed on small partition of the whole 

hyperspectral data and valuable bands are selected, a new hyperspectral image that 

includes all the samples but contains only the selected bands is formed. SVM is applied 

to this new hyperspectral data in order to find out the performance of DSbFSM in terms 

of overall classification accuracy for the classes under concern. In order to evaluate the 
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performance of DSbFSM, correlation band selection (CBS) and sequential forward 

selection (SFS) [81] band selection methods are implemented. Results are compared in 

the section below. SFS is a suboptimum band selection method that is used in many 

studies recently. CBS is a simple method that realizes the band selection by considering 

the correlation among bands. Most uncorrelated bands are selected by CBS. For fair 

evaluation, number of selected bands of CBS is equalized to the number of selected bands 

of DSbFSM. On the other hand, since SFS is an iterative suboptimum method the selected 

bands of SFS are accepted as is. Classification accuracy [82] vs number of training set 

performances are analyzed for three band selection methods. Number of training set value 

defines the number of training samples selected for each class. SVM is performed for 

different number of training sets and classification accuracy is calculated for 20 times for 

the same training set number to get the average value. Training set for SVM is randomly 

selected and it includes samples for each class. While comparing the performances of the 

three band selection methods with SVM, training set for SVM is randomly selected and 

the same training set is used for all band selection methods. 

DSbFSM, CBS, and SFS performances for the Salinas data are shown in Figure 

6. It is observed that DSbFSM performance is slightly larger than that of SFS 

performance. CBS performance is lower than the others especially for small numbers of 

training set. 
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Figure 6: Classification Accuracy vs Number of SVM training set samples performances of 

DSbFSM, CBS, and SFS for Salinas Data 

 

DSbFSM, CBS, and SFS performances for the Pavia data are shown in Figure 

3.143.14. It is observed that DSbFSM performance is greater than SFS and CBS 

performances. The size of the partition the Pavia data used to realize band selection is 

really small compared to whole Pavia data. It is investigated that DSbFSM performs well 

even the size of the training data for band selection is very low. 
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Figure 3.14: Classification Accuracy vs Number of SVM training set samples performances of 

DSbFSM, CBS, and SFS for Pavia Data 

 

DSbFSM proposed a general set of selected bands for the classes under concern 

with high classification accuracies. Moreover, CBS and SFS is time consuming since they 

perform iterative steps to find out the selected bands. In addition to this, the classification 

method SVM is run for each iteration when SFS is performed. 

The proposed feature selection method DSbFSM performs on a small size of the 

entire data that includes samples from classes under concern. The performance evaluation 

of DSbFSM indicates that the proposed set of selected bands by DSbFSM can be used to 

discriminate the classes under concern even for another region that contains not only the 

same classes but also contains other distinct classes. Therefore, DSbFSM is a general 

framework that can define required bands for classification. When compared with the 

other feature selection methods mentioned in this study such as CBS and SFS, DSbFSM 

has higher classification performance. Moreover, DSbFSM is time efficient since it 

performs on small size of data, and it does not require to calculate classification accuracy 

iteratively in order to realize feature selection. 
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3.5.5. The Importance of the Proposed Method in the Literature 

The dominant set framework has been applied to many applications such as image 

segmentation and machine learning. However, in this study dominant set framework is 

firstly applied to the hyperspectral image. Moreover, dominant set framework is used 

twice in the proposed method. The first is utilized to cluster the scenes for each spectral 

band as in the image segmentation applications. The second is utilized to cluster the 

spectral bands to find out the redundant bands. Therefore, it can be declared that dominant 

set has not been used for clustering the bands until this study. 

Usually, in hyperspectral image processing applications a group of classes is 

under concern. Therefore, rather than using the full spectra a set of few bands selected by 

a feature selection method is sufficient. It is obvious that the bands in the set can alter 

based on the application. With a small training data including the classes under 

consideration, the DSbFSM method proposes a general solution to discriminate these 

classes whether the discrimination is realized on other hyperspectral data including other 

classes. As a result, the proposed DSbFSM is a novel framework that has discrimination 

capability inter classes and coherence capability intra classes. 

  

3.6. DOMINANT SETS METHOD PROPOSED AS PREPROCESSING BEFORE 

FEATURE SELECTION 

In Section 3.5 above, dominant sets based feature selection method is proposed. 

This method is a two stage method and DSM is performed in both stages. In the first 

stage, DSM is applied to find the clustering performances of each spectral band based on 

the F-metric values. In the second stage, spectral bands are clustered based on their 

clustering performances by DSM. The results indicate that DSM is an effective method 

for feature selection in hyperspectral imagery. However, this two-stage method is 

analytically complex and DSM is applied at each stage. Therefore, it is determined to 

simplify the two stage method. The idea is to realize feature selection by using the outputs 

of the first stage of DSbFSM. 

 

3.6.1 DSM utilized to increase classification performance of SFS (DSM-SFS) 

Sequential forward selection (SFS) feature selection technique is a sub-optimum 

method as described in the above sections. SFS works on the whole spectral bands set. 
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The classification performance of SFS can be increased by eliminating the spectral bands 

that decreases the classification accuracy. Moreover, decreased number of spectral bands 

results in a low computational complexity of SFS. 

A DSM based preprocessing method is proposed to increase the classification 

performance of the sub-optimum feature selection method SFS for hyperspectral images 

[83]. First of all, as in the first stage of DSbFSM, the clustering performances of each 

spectral band are calculated by applying DSM to each spectral band. In order to evaluate 

performances F-metric values are formed. Therefore, the eight steps mentioned in Section 

3.5.2.1 are performed to calculate F-metric of the  band for each class by using the 

equation: 

 (3.39)

for  where  is the number of classes in the ground truth. 

 

The aim is to eliminate some of the spectral bands that do not increase the 

classification accuracy before performing SFS. Therefore, redundancy and useless 

spectral bands for the defined classes will be omitted. Moreover, classification accuracy 

is expected to be increased since some spectral bands have negative effect on the overall 

classification performance.  

The F-metric values are utilized by DSM based pre-feature selection method to 

eliminate the redundant and useless spectral bands. Figure 3.153.15 indicates F-metric 

that there are some spiky values within local windows. The spectral bands that have that 

kind of spiky subdued F-metric values may decrease the overall classification 

performance. 
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Figure 3.15: F-  

 

In this proposed method, unsharp masking filter is applied to F-metric values for 

each class. Unsharp masking filter is a local filter that derives an unsharp and less blurry 

signal by creating a mask of the original signal [84].  Generally, unsharp filter can be 

described as below: 

 (3.40)

where  is the original signal,  is the enhanced signal, and  is the unsharp 

masking filter. In this study,  is described as: 

  (3.41)

where  is the length of the unsharp masking filter and  is the local standard 

deviation within  length. Actually, a local threshold is defined for each sample of the 

signal based on its neighbor samples. This threshold equals to the sum of mean and 

standard deviation values within the filter length. This unsharp masking filter is applied 

to F-metric values of spectral bands for each class. Therefore, this process removes the 

sharp and noisy signals and forms the most valuable spectral bands for each class. Then 
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the valuable bands for each class are merged to form the spectral bands set to be given as 

an input to SFS. 

The remaining part of the preprocessing DSM based method after the eight steps 

in Section 3.5.2.1 is given in the following steps: 

 

Step1. Perform the unsharp masking filter on F-Metric values: 

 (3.42)

for  where  is the number of classes under concern. 

 

Step2. For , eliminate the spectral bands that have zero F-metric values for every 

class under concern. Remaining spectral bands forms the selected set of bands. 

 

 Step3. SFS is applied to selected set of bands. 

 

In this study, the length of the unsharp masking filter  is taken as . SVM is 

utilized to evaluate the classification performance of the proposed feature selection 

method in this section. The classification performance of the method is compared with 

that of SFS and CBS. In order to realize feature selection, the proposed method, SFS, and 

CBS work on a small set of data. The same datasets in Section 3.5.2.1 are utilized for 

feature selection. The proposed method is referred as DSM-SFS.  

DSM-SFS, SFS, and CBS performances for the Pavia data are shown in Figure 

3.163.16. It is observed that DSM-SFS performance is slightly larger than that of SFS. 

CBS performance is lower than the others. 
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Figure 3.16: Classification Accuracy vs Number of SVM training set samples performances of 

DSM-SFS, CBS, and SFS for Pavia Data 

 

DSM-SFS, SFS, and CBS performances for the Indian Pines data are shown in 

Figure 3.177. It is observed that DSM-SFS performance and SFS performance are almost 

the same for small number of training set samples. On the other hand, DSM-SFS 

performance is larger than that of SFS when the number of training set samples increases.  

CBS performance is lower than the others. 
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Figure 3.17: Classification Accuracy vs Number of SVM training set samples performances of 

DSM-SFS, CBS, and SFS for Indian Pines Data 

 

DSM-SFS, SFS, and CBS performances for the Salinas data are shown in Figure 

3.183.18. It is observed that DSM-SFS performance is almost the same as SFS 

performance. CBS performance is lower than the others. 

 

Figure 3.18: Classification Accuracy vs Number of SVM training set samples performances of 

DSM-SFS, CBS, and SFS for Salinas Data 
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To conclude the results of DSM-SFS method, it can be observed that applying 

DSM based feature selection method as a preprocessing increases the performance of a 

sub-optimum feature selection method SFS.  

The proposed feature selection method DSM-SFS performs on a small size of the 

entire data that includes samples from classes under concern. The performance evaluation 

of DSM-SFS indicates that the proposed set of selected bands by DSM-SFS can be used 

to discriminate the classes under concern even for another region that contains not only 

the same classes but also contains other distinct classes. Therefore, DSM-SFS is a general 

framework that can define required bands for classification. When compared to the other 

feature selection methods mentioned in this study such as CBS and SFS, DSM-SFS has 

higher classification performance. Moreover, DSM-SFS is time efficient since it performs 

on small size of data, and it does not require to calculate classification accuracy iteratively 

in order to realize feature selection. 

SFS works on the whole spectral bands set. In the first step of DSM-SFS the 

spectral bands are clustered by dominant sets approach and some of the spectral bands 

that do not increase the classification accuracy are eliminated before performing SFS. The 

classification performance of DSM-SFS is greater than SFS based on our Monte Carlo 

simulations mentioned above. Therefore, eliminating the spectral bands that decreases the 

classification accuracy before implementing SFS can increase the classification 

performance of SFS.  

DSM and unsharp masking filter eliminate some useless bands to decrease the 

computational complexity of the SFS method. Therefore, DSM-SFS can be preferred 

instead of SFS since it increases the classification performance slightly and it decreases 

number of iterations of SFS. 

 

3.7 DOMINANT SET BASED FILTERED FEATURE SELECTION METHOD 

(DSFM) 

In Section 3.6.1, clustering performances of the spectral bands for each class 

obtained by DSM are utilized to increase the SFS classification performance. In this 

section, Dominant Set Based Filtering Method (DSFM) is proposed as a feature selection 

method that utilizes the clustering performances of the spectral bands. DSFM is not a 

preprocessing method; it is a complete band selection method by itself.   
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The aim is to select most valuable spectral bands for each class and to select most 

invaluable spectral bands that decrease the performance. It is possible that most valuable 

bands for one class can lead to degradation in the classification of others. This can lead 

to a decrease in the overall classification performance. Therefore, DSFM subtracts the 

most invaluable band set from the most valuable band set. The resulting spectral band set 

forms the selected features of our proposed feature selection method: DSFM. 

The remaining part of the DSFM after the eight steps in Section 3.5.2.1 is given 

in the following steps: 

 

Step1. Perform the high unsharp masking filter  on F-Metric values: 

 (3.43)

for  where  is the number of classes under concern. 

 
(3.44)

where  ,  is the filter length of  

 

Step2. For , eliminate the spectral bands that have zero F-metric values for every 

class under concern. 

 

Step3. Define a high threshold  for 

each class. Select valuable spectral bands that exceeds the threshold  for each class 

and combine these bands to form the most valuable spectral band set . 

 

Step4. Perform the low unsharp masking filter  on F-metric values: 

, for  where  is the number of classes under concern. 

 
(3.45)

where ,  is the filter length of  
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Step5. For , eliminate the spectral bands that have zero F-Metric values for every 

class under concern. 

 

Step6. Define a low threshold  for 

each class. Select invaluable spectral bands that does not exceed the threshold  for 

each class and combine these bands to form the most invaluable spectral band set .

 

 Step7. Form the selected features of DSFM by removing  band members from . 

 

In this study, the length of the unsharp masking filter  is taken as 5. SVM is 

utilized to evaluate the classification performance of the proposed feature selection 

method in this section. The classification performance of the DSFM is compared with 

that of SFS and CBS. In order to realize feature selection, the proposed method, SFS, and 

CBS work on a small set of data. The same datasets in Section 3.5.2.1 are utilized for 

feature selection.  

DSFM, SFS, and CBS performances for the Pavia data are shown in Figure 

3.193.19. It is observed that DSFM performance is very close that of SFS. For higher 

training samples DSFM is slightly larger than SFS. This may result from the fact that SFS 

and DSFM almost reach the highest classification accuracy . CBS performance 

is lower than the others.  
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Figure 3.19: Classification Accuracy vs Number of SVM training set samples performances of 

DSFM, CBS and SFS for Pavia Data 

 

DSFM, SFS, and CBS performances for the Indian Pines data are shown in Figure 

3.203.20. It is observed that DSFM performance larger than that of SFS and CBS 

especially for larger numbers of training samples.  

 

Figure 3.20: Classification Accuracy vs Number of SVM training set samples performances of 

DSFM, CBS and SFS for Indian Pines Data 
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It can be observed from the above Figures 3.19 and 3.20 that DSFM has higher 

classification performance over SFS and CBS.  It is learned experimentally that selected 

spectral bands of feature selection methods DSFM, SFS, and CBS have increased 

classification performance with SVM classification than that of the whole hyperspectral 

data set. DSFM eliminates some useless bands to decrease the computational complexity. 

Therefore, DSFM can be preferred instead of sub optimum feature selection method SFS 

since it increases the classification performance, and it gets rid of the time-consuming 

iterations of SFS. 
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CHAPTER 4 

 

 CONCLUSION 

 

Hyperspectral image contains variety of information both in the spatial domain 

and spectral domain. It has hundreds of narrow contiguous bands. The diversity of the 

hyperspectral data is huge compared to panchromatic and RGB data. This diversity leads 

to higher performances for clustering, classification, and detection processes. However, 

hyperspectral imagery has some drawbacks such as huge data volume and redundancy. 

Huge data volume requires large processing time, bigger data storage capacity, and higher 

transmission rates. In order to handle this huge data volume, it is required to have high-

tech hardware and higher budgets. It is not always possible to provide the requirements 

of huge data volume. Therefore, dimension reduction techniques are applied to reduce the 

data size. 

Dimension reduction techniques can be divided into two main groups: feature 

extraction and feature selection. In feature extraction methods, input data is transformed 

to a different space where a new set of features are innovated in order to increase the 

discriminative ability. On the other hand, in feature selection techniques, a subset of the 

original input data is selected based on a set of criteria. Unlike feature extraction, feature 

selection does not alter data during data transformation. 

In this study, dimension reduction techniques are applied on hyperspectral data. 

Supervised and unsupervised dimension reduction methods are investigated, and some 

new methods are proposed. Firstly, 1D EMD is applied as a preliminary feature extraction 

method before PCA for further dimension reduction while maintaining the classification 

accuracy. Additionally, wavelet-based dimension reduction technique is applied as a 

preliminary feature extraction method before PCA. In the proposed method, one-

dimensional sub-band decomposition is applied before principal component analysis 

(PCA) to increase the classification accuracy [44]. It is experimentally shown
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that the classification performance of the proposed method is better than the comparative 

method (PCA) for higher PCA dimensions. 

technique is first applied to hyperspectral image 

processing as a clustering method. As a first step, a clustering method based on dominants 

sets technique is proposed [45]. This method is clustering each spectral band based on 

d it evaluates the clustering performance of each band. The 

proposed method is time efficient since it works on a small set of training data instead of 

the whole hyperspectral data. Then a general dominant sets dimension reduction 

framework is described in Section 3.5.2. This method is called dominant sets based 

feature selection m

hyperspectral data, so that spectral bands are clustered. From each cluster, the band that 

reflects the cluster behavior the most is selected to form the most valuable band set in the 

spectra for a specific application. Results indicates that the proposed framework performs 

better than the state-of-the-art feature selection methods in terms of classification 

accuracy.   

A dominant sets based pre-band selection framework is also presented to reduce 

the data size and to reduce the complexity of a well-known band selection method in 

hyperspectral imagery: sequential forward selection (SFS) [83]. The aim of the method 

(DSM-SFS) is to reduce the computational complexity of SFS by applying a dominant 

sets based pre band selection method. Besides reducing the computational complexity of 

SFS method, results on Pavia and Indian Pines datasets show that the proposed pre-feature 

selection method performs slightly better than the state-of-the-art feature selection 

methods in terms of classification accuracy. Therefore, DSM-SFS can be preferred 

instead of SFS since it increases the classification performance slightly and it decreases 

number of iterations of SFS. 

Finally, dominant set based filtering method (DSFM) is performed on 

hyperspectral data. This method subtracts the most invaluable band set from the most 

valuable band set and these sets are selected according to clustering performance of bands 

based on dominant sets. DSFM performs better than the sub optimum feature selection 

method SFS and it gets rid of the time consuming iterations of SFS. 

All the dimension reduction techniques applied in this thesis aim to reduce the 

dimensionality of the hyperspectral data before classification while preserving the 
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classification accuracy as much as possible and to achieve reduced dimension with a low 

computational complexity. The results of this thesis indicate that general frameworks that 

achieve reduced data with higher classification performances are proposed. It is evaluated 

that the mentioned frameworks contribute to the hyperspectral image processing 

literature. 
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