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1. Introduction

In general, impulsive effects are a widespread natural phenomena caused by instantaneous
perturbations at certain moments, such as various biological models involving thresholds, bursting
explosive models in medicine biological theory, the optimal control model in economics and so
on [1-3]. In the past few decades, differential equations (DEs) with impulses are utilized to model the
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processes subjected to abrupt changes at discrete moments and the dynamics of impulsive DEs have
attracted the attention of a large number of scholars, see [4—8]. Furthermore, since real-world systems
and natural phenomena are almost inevitably affected by stochastic perturbations, mathematical models
cannot ignore the stochastic factors due to a combination of uncertainties and complexities. (Partial)
DEs driven by stochastic processes or equations with random impulses provide a natural and effective
method for explicating a variety of impulsive occurrences in order to take them into consideration. The
study of stochastic differential equations have been considered by many researchers, such as [9-15],
and the references therein. In particular, Wu and his teams first investigated random impulsive DEs,
in [16]. Then, they applied the random impulsive stochastic differential equations (SDEs) to study
the stock pricing models [17] combining Brownian motions through the empirical analysis of the
historical data. Wu et al. [18] investigated the existence and uniqueness of SDEs with random impulses.
Zhou and Wu [19] developed the existence and uniqueness of solutions with random impulses under
Lipschitz conditions. Yang et al. [20] existence and stability results of mild solutions for random
impulsive stochastic PDEs with noncomact semigroups in Hilbert spaces using Monch fixed point
theorem.

However, there are not many papers considering the Hyers-Ulam stability problem of stochastic
impulsive differential equations. Recently, Li et al. [21] investigated the existence and Hyers-Ulam
stability of mild solutions for random impulsive stochastic functional ordinary differential equations
using Krasnoselskii’s fixed point theorem. Anguraj et al. [22] established the stability of random
impulsive stochastic functional differential equations driven by Poisson jumps with finite delays by
using Banach fixed point theorem. Many authors have studied the various kinds of integro-differential
equations with random impulses [23,24]. Recently, there have been massive studies covering existence
and stability of solutions to partial differential equations (PDEs) with impulses or randomness.
Chan [25] established a new impulsive integral inequality to obtain the sufficient conditions in order
to prove the existence and stability of mild solutions for impulsive stochastic PDEs with delays. Gao
and Li [26] developed a new criterion in proving the mean-square exponential stability of the proposed
existence of mild solutions for the impulsive stochastic PDEs with noncompact semigroup.

To the best of our knowledge, no notable work has yet been published that conducts research
on RISIDEs with nonlocal conditions combining the Ménch fixed point theorem and the Hausdorff
measure of noncompactness via resolvent operator. In this paper, we consider the following RISIDEs
with nonlocal conditions of the form:

t
do(t) = [w(t)+ f O(t — 5)I(s)ds + f(t, 9(t)) |dt + a(t, d)dw(t), t>1o, t# &,
0
) = (I, k=1,2,--,
#0) = b + o, (1.1)

where U is the infinitesimal generator of a strongly continuous semigroup (&(1));s, on X with domain
). (O(1))»0 1s a closed linear operators on X with Z(0(¢)) > Z(A) which is independent of ¢
and w(?) is a standard Wiener process on X. Let Y be another separable Hilbert space. We may denote
L%(Q, X) the collection of all strongly measurable, square-integrable X-valued random variables. Then
1Pl 2 = (E [|[9(., a))llz)l/2 is a Banach space.

Throughout this work, we may consider the subspace of £*(Q,X) given by LY(Q,X) = {¢J €
Lg(Q, X) | ¢ is Fo-measurable }. We denote €'([ty, 0]; L2(Q, X)) the space of all continuous

AIMS Mathematics Volume 8, Issue 2, 2556-2575.



2558

Fi—adapted measurable processes from [ty, co] to L3(Q, X) satisfying sup E|[9(t)||> < oo. Then, it

te[to,00]

is obvious that €' ([to, oo]; £2(2, X)) is a Banach space equipped with the subnorm

1/2
19l =( sup ]E||ﬁ(t)||2) :
te[to,00]

The map f : [tg, +oo] X X — X, g : [tg, +o0] X X — Lg(Y, X), b 1 €([tg, +o0]; LA, X)) — X are
Borel measurable functions. Let §; be a random variable from Q to % := (0, dy) with 0 < d; < +co for
k =1,2,--- and suppose that ¢; and 6; are independent of each other as i # jfori, j =1,2,---. Here
by : D —» X,and &) = tpand & = & + 6 fork = 1,2,---, where t; € [§, +o0] is an arbitrary given
non-negative number. It is obvious that

t0:§0<§1 < 0 < limfk:+oo,
k—oo

then, {&} is a process with independent increments. Denoting (&) := }m; J(t), the norm
Cand 2N

19l := sup [[F]lx,
t-g<s<t
with the jump
AD(&) = [bi(d) — 11 9(&),

represents the random impulsive effect in the state J at time &. The preliminary data ¢ : [-0,0] = X
is a function with respect to ¢ when t = t,. Let us suppose, {-/#(),t > 0} is a simple counting process
generated by {&;}, 3&1) be the o—algebra generated by {.4'(t),t > 0} and sz) indicates the o—algebra
generated by {w(t) : t > 0} where J 0,32 and & being mutually independent.

The novelties of this paper are the following aspects:

e Motivated by the previously mentioned literatures [25-27], we add the random impulses into
the system. We discover how stochastic integro-differential equations with nonlocal conditions
driven by Brownian motions interact with random impulses in the proof of existence of mild
solutions by using Hausdorff measure of noncompactness and Monch fixed point theorem via
resolvent operator.

e Under the influence of both white noises and random impulses, we investigate stability with
continuous dependence of initial conditions, Hyers-Ulam stability and mean-square exponential
stability of mild solution for the RISIDEs with nonlocal conditions.

2. Preliminaries and notations

Let X and Y be real separable Hilbert space with norms ||| ,||.|[y and L(Y, X) denotes the space of
bounded linear operators from Y to X. (Q, ¥, #) be a complete filtered probability space provided the
filtration Sfl) \% Siz)(t > () satisfies the usual notation. In the probability space (Q, ¥, P), {5.(1),t > 0}
represents a real-valued one dimensional standard Brownian motion being mutually independent. For
the probability measure P, £2(Q2) be the space of square-integrable random variables . Let Q € £L(Y, X)
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be a positive trace class operator on £*(X) and (4, e,), symbolizes its spectral elements. The Weiner
process w(t) is exhibited as:

W) = D uBbes,
n=1

with rQ = Y71 A, < +co. Then, the Y—valued stochastic process w(t) is called a @—Weiner process.

Definition 2.1. [20] Let = € L(Y, X), we define
+00
=2 = =O=*) — - 2
11, = ir(EQ=") = {Zl VA Ze ).

If||E||2£0 < +oo, then E is called a Q—Hilbert-Schmidt operator and .Eg is the space of all Q—Schmidt

operatozrs E: Y- X
Partial integro-differential equations: Let X and Y be two Banach spaces such that
Iyly := Ay +|y| for yeY.

A and O(7) are closed linear operator on X.
Let €'([0, +00);Y), stand for the space of all continuous functions from [0, +o0) into Y, the set of
all bounded linear operators from Y into X. For further purposes, let us consider the following system

10
»0)

Av(t) + f O - s)v(s)ds, t=>0, 2.1
0

vy € X.

Definition 2.2. [28] A resolvent for Eq (2.1) is a bounded linear operator valued function R(t) € L(X)
fort > 0, having the following properties:

(i) R(0) = T and |R(1)|| < Me" for some constants M and A.

(ii) For each v € X, R(t)v is continuous for t > 0.

(iii) R(t) € L(Y), fort > 0. For v € Y, R(-)v € €' ([0, +o0); X) N €([0, +0); Y) and

Ry = ARGy + f Ot — $)R(s)vds
0

ROWy + f R — 5)O(s)vds, t > 0.
0

The resolvent operator is supposed to be exponentially stable as Definition 2.2 (i) holds for 4 > 0.
The following constrains acquired from Grimmer [28] are enough to ensure the existence of solutions
for (2.1).

(H1) The operator U is an infinitesimal generator of a strongly continuous semigroup on X.

(H2) For all ¢+ > 0, ©(¢) represents a closed continuous linear operator from Z() to X and O(¢) €
L(Y,X). Forany y € Y, the map ¢t — O(t)y is bounded, differentiable and its derivative > ©'(£)y
is bounded and uniformly continuous on R*.
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Theorem 2.1. [28] Assume that (HI1)—(H2) hold. Then, there exists a unique resolvent operator for
the Cauchy problem 2.1.

Now, consider the conditions that ensure the existence of solutions to the deterministic integro-
differential equation.

0) A () + f Ot — s)v(s)ds + m(t), t >0,
0
v(0) = yyeX, (2.2)

where m : [0, +00) — X is a continuous function.

Lemma 2.1. [28] If v is a strict solution of [2.2], then

v(t) = R()vo + f Rt — s)m(s)ds, t=0. (2.3)
0

Lemma 2.2. [28] Assuming (HI), (H2) holds, the resolvent operator R(t) is continuous fort > 0 on
the operator norm, namely for ty > 0,

lim [%(t + 1) = R(to)]| = 0.
Lemma 2.3. [28] Assume (H1), (H2) gets satisfied, then 1394 > 0 >
IR+ €) — R(e)RO)|| < Ye.
Lemma 2.4. [20] For any p > 0 and for arbitrary Lg(Y, X)-valued predictable process Y(-), we have

f S Y(s)dw(s)
0

2

p t 2 2
s%dffMWMQym)ﬁeL
0 2

sup
s€[0,t]

P
s — (p(=D)2
where%p—( 3 )

The Hausdorftf measure of noncompactness a(.) defined on a bounded subset & of a Banach space
X by
a(&) = inf{e > 0 : & has a finite & — net in X}.

Lemma 2.5. [20] Let X be a real Banach space and # , .V C X be bounded. Then we have the
following properties:

(1) A is precompact if and only if a(A') = O.

() a( M) = (M) = a(conv. ), where M and conv.# are the closure and the convex hull.

B) a(A) < a(N) while H# C N .

D a( A+ N)<a(MH)+ a(N), wherever M + N ={0+w:0€ . H,we N}

BS) a(A# U N) <max{a( ), a(N)}.

(6) @A) < |Aa(N) for any A € R.

() If & c €([0,T)) is bounded, then

() <a(X)V tel0,T],
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where % (1) = {m(t) : m € & C X}. Further, if & is equicontinuous on [0, T], then t — # (1) is
continuous on [0, T], and a(#") = sup{# (t) : t € [0, T]}.
(8) If & c € ([0, T, X) is bounded and equicontinuous, then t — a( ¢ (1)) is continuous on [0, T] and

@ tJi/(s)ds < t04(4%/(s))ds Y t € [0, T] where t,%/(s)ds = tm(s)ds cme KX}
0 0 0 0

(9) Let {m,}> | be a sequence of Bochner integrable functions from [0, T] to X with ||m,})|| < @(t) ¥
t € [0, T] and n > 1, where i(t) € L([0,T], Z"), then ¥(t) = a({m,(1)},-1) € L([0, T], Z") and satisfies

t ¢
a/({f my(s)ds :n > 1}) < 2f Y(s)ds.
0 0

Lemma 2.6. [20] If % c €([0, T], Lg(Y, X)) and w being a Weiner process,

t
a( f Ji’(s)a’w(s)) < VTa(X (),
0
where, t t
f K (s)dw(s) = {f m(s)dw(s): Yme #, t €0, T]}.
0 0

Lemma 2.7. [20] Let D be a closed convex subset of X with 0 € D. Suppose ¥ : D — D is a
continuous map of Monch type which satisfies:

M c D countable and M C co({0} UY(M)) implies that M is relatively compact,
then, ¥ has a fixed point in D.

3. Existence results

Definition 3.1. For T € (ty, +o0), an X—valued stochastic process {9(1),t € [to, T} is said to be a mild
solution of [1.1] provided,
(i) 9(t) is an 3y—adapted process for t > t,;
(ii) 9(t) € X contains cadlag path on t € [ty, T] almost surely,
(iii) 9(t) = ¢, YV t € [to, T},
+00 k

UONEE Z[]—[ {(G)R(E ~ to)] 90(0)+b(19)]+21—[b(6) f R(t = 9)F(s, Ds))ds

=1 i=1 j=i

+ f R(t — 5)i(s, H(s))ds + Z ]_[ b,(5)) f R(t — 5)a(s, 9(s))dw(s)

i=1 j=i

t
N f R(t - )als, ﬂ(s))dw(s)]f[fk,gk“)<t>,
&k

k k

where l—[(.) =lasi > Kk l_[bj(éj) = br(0p)bx_1(0k-1) - - - 0;(0;), La(.) be the indicator function
] i

expressed as,

I, if tew,
Ty = ,
0, if ted
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We may take into consideration the following hypotheses

(A1) There exists a positive constant .7, such that for all t > 0, ||R(1)|| < J7,

(A2) The map f : [to, T] X X — X satisfies
(i) For ¥ € X, (., : [to,,T] — X is measurable and f(t,.) : X — X being continuous for
t € [to, T].
(ii) As in there, a continuous v;(t) : [to, T] — Z* and a continuous non-decreasing function
[i: Z — %" and ||9]]* < 1 such that

17t DIP < v TP < viOT3).

(iii) There exists a positive function %i(t) € L'([to, T), Z") such that, for any bounded subsets
B ¢ X, we have

a(f(t,9) < €i(t) sup a(Bi(O).
0e(-6,0]

(A3) The function g : [ty, T] x X — LY, X) satisfies
(1) g(, P : [to, T] > L3(Y,X) is measurable for ¢ € X and g(t,.) : X — LI(Y, X) be continuous
for t € [ty, T].
(ii) There appears a continuous function v,(t) : [ty, T] — %" and a continuous non-decreasing
function I'y : Z* — %" such that

llact, DI < vo(OTI9117) < v(HT ().

(iii) There exists a positive function €,(t) € L!([to, T], Z*) such that, for any bounded subsets
B> € X, we have

a(g(t, D)) < Gy(t) sup a(Ba(6)).
0e(~6,0]
(A4) (i) The nonlocal function §) : € ([ty, T], L2(Q, 27)) — X is continuous and compact.
(ii) 3 a constant m > 0 and a nondecreasing continuous function I'y : Z* — #Z* >

E|[H()|I* < Ty(x) and lim inf ‘=M < o0,

r—+00 1

(AS) E < +00. In other words, there exists a constant % > 0 such that

k
max {]_[ ||bj<6j>||}

j=i
k

E(m_%x{n ||bj(5j)||}) <% forall 6;€ Z;, je N,
: i

(A6)
Lo

vg(s)ds] < 1.

+00

l—* t
A8 7 m + 4 max{1, B*)(T —to)%ﬂz[ lim @ f vi(s)ds + lim
= to T—+00

to

Theorem 3.1. Assume the conditions (Al)—(A6) holds, then there exist at least one mild solution for
[1.1] provided:

1
B> A m + max{1, BV AT — oG o o1y, + max{l, BT — 10) 26l 2oy < 1. (3.1)
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Proof. Let us initiate the set It : PC ([to -0, T], L*(Q, X)) endowed with the norm

19l = sup EIJIf = sup E( sup IIﬁ(S)IIZ).

te[ty,T] teto,T] t—0<s<t

It is clear that ('t is a Banach space and, furthermore, we consider the closed subset of Y1 defined by
Tr = {9 € Tr:9(s) = ¢(s), for se[-6,0]}

with the norm ||z9||§T. Thus, [1.1] can be modified to a fixed point problem. Define an operator ® :
Tr - Yr by

+00 k k &
@9t = Z[ﬂb(a JR(t = 10) [p(0) + @] + > [ [ 0,667 f R(t = $)i(s, B(5))ds
k=0 =1 j=i 81

+ f R(t — 5)i(s, 9(s)))ds + Z l_[b eh f( R(t — 5)a(s, 3(s))dw(s)

i=1 j=i
t
+ f ER(’[ — S)Q(S, ﬁ(S))dw(S)]][é:k"ka)(t), te [t(), T],
&k
and
OF) = @), te[-6,0].

Let us split the proof into four steps.

Step 1: Initially, we need to verify that the operator ® satisfies the property N(B,) C B,, where
B, = {9 € Yg: ||19||2T < 1}. If the result contradicts, for ¢ € B,, N(B,) € B,. Thus, we may find
t € [to, T] satisfying E|[[(@#)(1)|[> > r. By the aforementioned assumptions, we have

+00

Bl [ﬂb(6 JR(t — 10)[p(0) + H(B)] +Z]—[b (©)) f R(t = 9)i(s, Ds))ds

k=0 =1 j=i

El@HOIF =

+ f R(t — $)i(s, I(s))ds + Z l_[b (5)) f R(t — 5)a(s, I(s))dw(s)

i=1 j=i

2
+ L Rt - 9905, 2| Zig. 0

k
< 415( (ml?x{l—[ 6,511}
i=1

K 2
x E(Hiﬂ(t—s)f(s,ﬁ<s>)ds||2)+4E([rr;gx{ﬂ||bj<aj>||,1}] )
J=i

2

Kk 2
)it - IPEIe() + b)IF + 48 {n;gx{]_[ ol 1})
L

X E(IIR(t - 9)a(s, HsNdw(9)IF)

IA

t
4.5 7B p(0)|]* + 498 Ty (x) + 4 max{1, B>} (T - to) f Vi(s)Ii(v)ds
to
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t
+ 4dmax{l, BT - ty) f Vo($)Ty(v)ds
to

Dividing the above inequality by r, and letting v+ — +oco, we have

I t I t
APB* A m + dmax{l, B>} AT - to)( lim Q vi(s)ds + lim gr(r) f Vg(S)dS) > 1,
r—+00 tO r—+00 t()

which contradicts our assumption (A4). Thus, there exist some ¢ € B, such that N(B,) C B,.
Step 2: In order to prove the continuity of the operator ® in B,, let ¢, ¢, € B, and 9, — ¢ asn — +oo.
By condition (ii) of (A1),(A2), we get
f(t, 9,) = f(t,9), n — +eo, [[(t, ) — f(t, DI < 2v;(OT;(D),
a(t,9,) = o(t, 9), n — +oo, [lalt, 3,) — a(t, DI < 2wy (D),
(&) —= H(@), n — +oo, [H(,) — I < 27,

Using Dominated Convergence theorem and (A3), we may deduce that

E[(©9,)(t) — @) DI’

2 2

< 4F, g]i[biwi)m(t—to)(ﬁn(m—ﬂm)) +4E 2]i[b,(a,-m(t—to)(b(ﬂn)—b(ﬁ»
+4E 2(iﬁbj<aj> f: 9t - $)Cs, D) — (5, s
S\l
" L Rt = s, (0,59 — TG, O R 2
+4E 2(2ﬁ|wp f: 9t — a5, Bu(s) — ol D) d(s)
= Av=

2

t
o [ 90 = 905,050 = 805, D15 i .
&k

< 49> HE|[9,(0) — HO)I + 45> A E |p(8,) — b

t
+ 4 max{1, B°) At — fo)f E[f(s, 3(5)) — (s, $)IP ds
to

t
+ 4max(1, B - t) f E [la(s. 9.,(5)) — a(s, D)y ds
to 2
— 0 as n —> +oo.

Therefore, O is continuous on B,.
Step 3: To prove O is equicontinuous on [ty, T], for t) < t; <t, < T and ¢ € B,, we have
(O@9)(t2) — (@) (t1)

k k
[ Joi6) f Rtz — $)i(s, H(s)ds
i1

J=i

+00 k
-y [ [ T od60% (k2 — to)ie(0) + b)) +
k=0 i=1

k
1

1
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+

f Rty — $)i(s, H(s)ds + Z n b;(6)) f R(t2 — $)a(s, 9(s))dw(s)
&k

i=1 j=i

1)
' f Rt~ )90, 96D o) T, (1)

Sk

- 2 “_1[ b,(6)R(t; — to)[@(0) + H(P)] + Zk; ﬁ b;(d)) j: k Rty — )i(s, I(s))ds
i =1 j=i b

+ L R, — $)i(s, 9(s))ds + Z n b,(6;) f R(t; — )a(s, 9(s))dw(s)

i J=i Sk
+ L: | R(t; — $)a(s, ﬁ(S))dw(S)]f ot (T1)
= 2 [ ]_1[ b,(6)R(t, — to)[@(0) + H(P)] + Zk; ﬁ b;(d)) f k R(t2 — )i(s, I(s))ds

i =1 j=i St

- f Rty — $)i(s, H(s)ds + Z n b;(6)) f R(t> — $)a(s, 9(s)dw(s)
3%

i=1 j=i

1)
+ f %(tz—s>g<s,ﬂ(s>>dw<s>] (Tieuen(t) = Tig ()
3%

-k
oy l_llbi(éi)(m(tz—to)—‘ﬁ(tz—fl))[QD(O)"'b(ﬂ)]

k 1o
+ Z —[ b;(9; )f R(t2 — 5) — Rt — 9))i(s, F(s))ds + f R(t2 — 5) — Rt — 9)i(s, I(s))ds

i=1 j=i Sk

1)

k
+ ) ﬂbw) f (R(ts = 5) = R(ts = $)a(s, HsNdw(s) + | (R(ta = 5) = Rty - 5))

i=1 j=i Sk

X g(s, ﬁ(S))dw(S)]f [Ebicr1)(ty)

= 2E| A +2E|2| .

Where,

+00

Z[]—[b ()R (1 — t)[(0) + H] + Z ]_[b () f R(ts = $)i(s, B(s))ds

k=0 i=1 j=i

Blal =

+ f Rt — (s, H(s))ds + Z Hb 6)) f R(ts — $)a(s, H(s)dw(s)
&

i=1 j=i
2

1)
+ ff m(tz—sm(s,ﬂ(s»dw(s)] (Tigesn®) = Tiggn(t)
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+00

k
2ol = B )| [ ]eeae - t) - Rt - t)e) + b))
k=0 " i=1
kK k 3
+ >0 e j: (R(t2 = 5) = R(ty = (s, B(s))ds
=1 j=i St

1)
+ (R(ty — 5) — R(ty — 9))i(s, I(s))ds
&

kK k 3
+ > [ e f (R(ts = ) = Rt = )a(s, *(s)de(s)
=1 j=i k-1
to
. (Bt = 5) = R(ts = )90 HNS)| T

2

By treating each term separately,

K
] 2
Bl 2P < 4E max{ ||bi(5i)||2}) IR (t2 — to)lI* Elle(O)I* (f[gk,§k+1)(t2) - f[gk,§k+1)(f1))

|~ I

2 2 2 2
+ 4B max(]| | o)l })nin(tz—to)n Bl (7600 (t) = Tt ()

—

L 2 +00 ty
+ 4E mgx{ I15; (o)l 1}) E(Z IR(t2 = IP (s, I ds]
Re S k=0 1o

K 2
2
X (Ligann(®) = T ®) +4E(rrllilx{|' | ||b,-(6i)||,1}}
J=i

+o00 t2 2

x B (Z 19t = IF llaCs, F(s)IP dw(s)] (Tt ) = Tigen)
k=0 Vo

- 0 as tg - t] .

Similarly,

El 2P < 627Nt — to) — R(ty — to)l* Ellg(O)lI* + 62 [R(ts — to) — R(tr — to)II* DI
t)
+ 6max{l, Bt —to) | IRt —s5) - Rt — I EiCs, I(s)I* ds
to
0] 25)
+ 6t —t) | IRG =9I | IRE = )IPECs, ) ds
t] t
t)
+ 6max{l, B}t —to) | IRt —s) =Rt — 9P Ella(s, Hs))II* ds
to
to
+ 6(t—t) | IRM = )IPEla(s, Hs))II ds
ty
- 0as th >t.
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Thus, we have
E[(@9)(t) — @D (EDIF — 0 as t, — t,

which implies © is equicontinuous on [tg, T].
Step 4: Now to establish Monch condition, let ¥ € Tt be a nonempty set and ¢,9%, € vy, by
probability 1,

d(©9(1), 0t (1)) = d(© (1), @1 (1)),

where
+0o0 Ex t

(@ﬂ)(t) = ABH(9) + max{l, B} Z [f R — )F(s, Hs))ds + f Rt — 9)f(s, ﬂ(s))ds]]'[fk,gkﬂ)(t)
k=0 &x-1 &

> ¢k t
+ max{l, ¥} Z [f R — 5)a(s, I(s))ds + f R — 5)a(s, ﬂ(s))ds]j[fk,§k+l)(t)

k=0 &k-1 &
= 61 + 62 .

By the similar procedure used in Lemma 2.3,

a((@9)(1)) = aA((®)()).

Let A C B, be countable and A C co({0} U ©(A)). by proving a(A) = 0 the Monch condition is then
verified. Set A = {#"} |, then it is well defined A C co({0} U ©(A)) is equicontinuous on [ty, T] by
step 3.

By Lemmas 2.2 and 2.3,

t
a({0,9" D}, < max{l, BLA(T - to) f () sup a({9"(6 — u@))},2)ds
to (-0,
< max{1, BYAT ~10) |6 1 myone sup (" D)),
e €[to,T
(@' ()2 < max{1, BT ~10)? 6] ae) SUP (8" (D}).
e €[to,T
By using Lemma 2.3,
(@' D)) = e{@d" )
< a6 M,2) + a((0:9"(D),2,)
< [max{l, BYA T = 10) 6] 11 210e, + ML BLA(T - to)?

Gl 2 ]a({ﬁn(t)}il) '

It follows that

a(A) < a(co(f0} U ©(A))) = a(B(A)) < a(h),
implying @(A) = 0 and then A is relatively compact set. Thus in A, ® has a fixed point which is the
mild solution of [1.1]. This completes the proof. O
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4. Stability

4.1. Continuous dependence of solutions on initial conditions

(A7) There exists a constants %), %> such that

it ) - it @l < 61 119 - @ll, st D) - st @)l < G I - @l g .-

Theorem 4.1. Let 9(t) and 5(‘[) be mild solutions for [1.1] with ¢(0) and ¢(0) as initial values.
Assuming (A3), (A7) holds, the mild solution of [1.1] is stable in the mean square.

12
Proof. E Hﬂ - ﬂHt

< 4B gli[bi@) 2||5R<t—to><so<o>—sm>||2+415 gﬁbi@ 2|1%(t—to><b(ﬂ>—W>H2
+ 4B g[g]i[bm) f: kl (- (s, 959 = s, T Jds

- f; R(t = 5) (15, 905)) = 105, 905D ds] g .0 2

+ 4B g[gljbxé» f R(t = ) (a(s, 9(5)) — a(s, 9(s))) ds

2

t —_—
+ L R(t - 5) (a(s, 9()) — a(5,9(5))) ds]f[fk,gkm(t)

< 4BRAE|p0) - BO) + 4B AE Hb(ﬂ) - %Hz + 4max{1, Z*)(T — to)
x| ft & s, 8060 - 5. T s + ft & o 050 - a5, T ds|.
which implies

sup E ”ﬂ - 5”? < 4BAE|p0) - BO) + 4B AE Hb(ﬁ) - b(ﬁ)”2 + dmax{1, B 7
te[to,T]
X (T —1)(G + ) t sup EHﬁ )

2
ds.
t() SG[tQ,f] s

By Gronwall’s inequality

sup E Hﬁ - E'E < AB HE H[QD(O) ~B(0)] + @) - @]HZ exp (4% max{1, )T ~ 10)(C, + ).

te[to,T]

For € > 0, there exist a positive number

€

- 4982 7% exp{d 7> max{l, B*NT — t9)(6) + €»)} > 0.

T
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> Ell¢(0) — g(0)|* < 7, subsequently
—2
sup E||0-9|| <e
p Elle -], <
telto.T]

This completes the proof. O

4.2. Hyers-Ulam stability

Definition 4.1. Suppose @w(t) is a Y—valued stochastic process and if there exists a real number € > 0
such that, for arbitrary € > 0, satisfying

roo K Kok y
) - ) [rl[ B(6IMCE — to)lp(0) + b + D [ [ 0166 f: RO

i=1 j=i

t k k &

+ f Rt - 9is, m(sNds + Y | [ 0,66 f R(t — $)a(s, T()dw(s)
& i=1 j=i &k-1

2

t
+f R(t — s)g(s, W(S))da)(S):lj[gk,ka)(t) <€, Y t €[ty T]. 4.1

&k
For each solution w(t) with the initial value wy, = Uy, = ¢, if 3 a solution I(t) of [1.1] with
E|lw(t) — 9@t)|I* < €, fort € [to, T. Then [1.1] has Hyers-Ulam stability.

Theorem 4.2. Assume conditions (A3) and (A5) gets satisfied, then [1.1] has the Hyers-Ulam stability.

Proof. Let ¥(t) be a mild solution of [1.1] and @w(t) a Y—valued stochastic process assuring [4.1].
Obviously, E ||lw(t) — 19(t)||2 = 0 for t € [-6,0]. Moreover, as t € [ty, T], we posses

oo k K K Ek
EBllo -} < 2EHw(t> - [T Teeomc -l + v+ . [ To,6) f R(t - 5)i(s, w(5)ds
k=0 ~ i=1 i=1 j=i &k-1

+

t k k Sk
f Rt — $)i(s, @(s))ds + Z ]_[ b,(5)) f Rt — $)9(s, w(s))dw(s)
& &1

i=1 j=i

t 2 +00 k k X
+ L iR(t—s)g(s,w(s))dw(s)]f[fkék“)(t) +2E Z[Z]—[bj((sj) f R(t — s)
&k k=0 = i=1 j=i =

t
(f(s,W(S))—T(S,ﬁ(S)))dS+f‘R(f—S)(T(S,W(S))—f(s,ﬁ(S)))dS

X
&
kK k 3 t
+ l_[bj(dj)f Rt — s) (g(s, m(5)) — g(s,9(s))) ds+f Rt - )
=1 j=i o ¢k
2
X (905, () =~ 905 NN ds [T ®
< 2e+2E| 7P,
Now, we consider
+00 k k &
BlLP = 28| D] e f R(t - 5) (i(s. @(s)) — (s, 0(5))) s
k=0 = i=l j=i k-1
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t k k &
* f R(t - 5) (s, @(s) = (s, B ds + > [ 0,66 f R(t - 5)
k-1

& i=1 j=i
2

t
X (a(s, @(s)) — a(s, () ds + f m(t—s>(g<s,w<s>)—g(s,ﬂ(s)))ds]f[gk,m)(t)
&k

t
< 2max{1,@2}=%”2(T—t0)fEIIT(S,W(S))—T(S,ﬁ(S))IIZdS
to

t
+ 2max{l, B} 4" f E [la(s, @(s)) — g(s, I(s)|I* ds.

to
Taking supremum on both sides and using (AS),

t

sup Ellm -9 < 2e+4max{l, B AT - t)% f sup Ellw — 9> ds
te[to,T] to t€lto,T]
t

+ 4max{1,,%’2}<%”2(€zf sup Ell@ — 9} ds.

to telto,T]

By following Gronwall’s inequality, there occurs a constant
€ :=2exp{max{l, B>} (T - t\)€, + 6]} > 0.

This implies that
sup El|l@ — ﬁllt2 < e,

te[to,T]

This signifies that [1.1] is Hyers-Ulam stable. As a direct consequence, the proof is complete. O

4.3. Mean-square exponential stability

Now, we will analyze the exponential stability in the mean square moment for the mild solution to
system 1.1. We need to impose some additional assumption and lemma:

(A8) The resolvent operator R(t);»( satisfies the further condition: There exist a constant 7# > 0 and
a real number ¢ > 0 such that [|[R(®)|| < S, t > 0.

In order to prove the theorem we may take into consideration the following lemma

Lemma 4.1. [20] For ¢ > 0, 4 some positive constants v,v' > 03 if v’ < g, the following inequality
ve stto) t e [-06,0]

w(t) = t
® ve sttt 4y f e sup w(s+0)ds, t>t
to 0e(~6.0]

holds. We have w(t) < F e " where T > 0 satisfying

v o700 — |
S—T

and

70

v
F =max{—=(¢ - 1)e”", ¢}
v
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Theorem 4.3. Assume (A3), (A8) gets satisfied, then the mild solution of [1.1] are mean-square
exponentially stable.

Proof. Together with the assumed hypotheses and Holder’s inequality,

k 2

El9®I? < 4E mkax{—”bi(éi)llz} IRt = to)II” Ellp(O)]?

Il
—_

2
+ 4E| max{ 0:(SHIPY| IR(E = oI EBIHE)I

|~

Il
—_

|~

2 " 2
+ 4B max{[ [b;(6p} 1 E(f IIm(t—S)Illlf(s,ﬂ(S))lldS)
i, =i to

k

2 : 2
+ 4E|max{| | b;(6)} 1 E(f II‘R(f—S)IIIIQ(S,ﬁ(S))IIdw(S))
to

ik

J=i

457 A% B Ol + 42° 7% B [p(@)I*
to t
+ Amax(l, 2|77 f e OBl MNP ds f e ("0ds
t to

IA

to

t
+ 4max{l, B> f e s f e SR |lg(s, ) ds

to t
< ABA VR QO + 452 % TR D@
HNE +6) [
AOHE) (G B9+ o) ds
S ty 6e[~5,0]
< gfe_g(t_t(’), Y te[-9,0],

+ 4max{l, #*

where .7 = max{4%”7E||[¢(0) + h@)]II*, sup Ell[¢ + blII*}.
0e[-6,0]
Thus, by lemma 4.1, ¥V t € [ty — 0, +o0],
EI9®IP < Fe ™.

This completes the proof. O
S. Illustration

We may take into account the domain Q C %" with the boundary 0Q:

[dZ(;;ﬁ)] = aa—l;z(t,ﬂﬂ fo ta(t—s)aa—l;z(s,ﬂ)dw [ t [k, (0)z(t + 6)db)]
v [ et odndon,  t6 t2 e,
W®) = MG D). 9eQ
(o, = 6,9+ fo 1 fo tA(t,ﬂ)loga+|z(t,r)|”2)dtdr,

AIMS Mathematics Volume 8, Issue 2, 2556-2575.



2572

= {p@)<0<0} Ie€Q,0€[-6,0]
(t, ) = 0, € 0Q. (5.1)

Let 2 = LX(Q), o : Z. — Z.. k1, k> be positive functions from [-4, 0] to Z. Assume Jy is a random
variable described on % = (0, dy) with 0 < by < +oo for k = 1,2,---. Without loss of generality, we
suppose {dx} follows Erlang distribution. ¢;, 6 ; being mutually independent with i # jfori, j=1,2,---.
& = &1 + 0 where {&} is a strictly increasing process with independently increasing increments and
tyo € [0, T] be an arbitrary real numbc::r.2

37z

Let A be an operator on 2" by Az = 7= provided,

P2N) ={ze€ Z : zand zy are absolutely continuous, zgy € Z', z =0 on 0Q}.
Also, let the map B : Z(A) c 2" — Z be the operator interpreted as
B(t)(z) = a(t)Az for t >0 and z € ZU.

The operator U can be exhibited as

QIZ = Z TI2<Z, Zn>Zm ZE€ .@91,
n=1

1
where 2 is provided with the eigenvectors z,(@) = (%)2 It is evident that z, (@) forms an orthonormal

system in X. Moreover, for the analytic semigroup (R(1));so in X, A is the infinitesimal generator
satisfying:
IR < exp{-7°(t — o)}, > to.

Additionally, there are the following conditions:
0 0
() f k1(0)*dO < oo, f k2(0)*dO < oo,
-5 -5
k
. . 2
(iD) E[n}ix{n [eehll ] <.
Jj=i

Using the aforementioned conditions, [5.1] can be represented by the abstract random impulsive
stochastic differential equation of the form [1.1],

t
f(t,z(t)) = f k1(0)z(t + 6)de,
t
at,z(t) = f k2(0)z(t + 6)de,
1 t
hP) = f f A, 9)log(1 + |z(t, v)['/*)dtdr,
0 0

b(Gx) = K)ok
Condition (i) implies (A6) holds with

0
C; :f Kf(@)d@, for i=1,2,
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alongwith condition (i1) implying (A4). This depicts that [5.1] has a mild solution. Moreover, achieving
continuous dependence of solution on initial conditions and Hyers Ulam Stability as in Section 4.
Finally, if ' < 7, (i.e.,)

4max{l, BN E +C»)/(n*) < 1°,

then [5.1] is mean square exponentially stable under the assumptions (A3) and (A7).
6. Conclusions

In this paper, we have obtained the existence and various types of stability results for the RISIDEs
with nonlocal conditions by means of functional analysis and the stochastic analysis method. In
addition, it is of great interest for future research to study RISIDEs including more complicated
stochastic factors, such as the stochastics processes driven by fractional Brownian motions, Rosenblatt
process and Poisson jumps, which describe some stochastic phenomena more precisely, see [13, 22]
for more details.
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