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Abstract: This article analyzes the JK iteration process with the class of mappings that are essentially endowed
with a condition called condition (E). The convergence of the iteration toward a fixed point of a specific
mapping satisfying the condition (E) is obtained under some possible mild assumptions. It is worth mentioning
that the iteration process JK converges better toward a fixed point compared to some prominent iteration
processes in the literature. This fact is confirmed by a numerical example. Furthermore, it has been shown
that the iterative scheme JK is stable in the setting of generalized contraction. The data dependence result
is also established. Our results are new in the iteration theory and extend some recently announced results
of the literature.
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1 Introduction

Fixed point theory offers possibly alternative and some useful techniques and tools for solving those problems
of applied sciences for which ordinary analytical methods are too much time consumer (or even they fails to
solve them analytically). In fact, the known techniques of the fixed point theory suggests that a problem under
consideration should be expressed in an operator equation form to obtain the fact that the solution set of the
problem and the fixed point set of the operator that involved in the equation become same (for details, see
[1-5]). In this way, the fixed point theory not only suggests the existence of a solution for such problems but
also provides an algorithm to estimate the approximate value of such existed solutions. For example, the
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famous result due to Banach states that any contraction operator whose domain is essentially a closed subset
of a Banach space will always admit a unique fixed point and the approximate value of this fixed point can be
found by implementing the Picard iteration on the operator. This result become a very powerful tool for
existence and approximation of the solutions of various problems in applied sciences. The Picard iteration is
the simple iteration process and easy as a computation point of view. However, among the other aspects of
Picard iteration, in [6], Krasnoselskii was the first who noticed the divergence of the Picard iterates in the case
of nonexpansive operators. A well-known class of nonexpansive operators is a natural generalization of the
class of contractions, and these operators are very extensively arise in many problems of science especially
related to image processing. Furthermore, the speed at which the Picard iteration converges to a fixed point of
any mappings is also very slow. Due to extensive use and slow rate of convergence of these operators suggest
to use other iterative process like Mann iteration due to Mann [7], Ishikawa iteration due to Ishikawa [8], Noor
iteration due to Noor [9], S iteration due to Agarwal et al. [10], Abbas iteration due to Abbas and Nazir [11],
Thakur iteration due to Thakur et al. [12], M iteration due to Ullah and Arshad [13], and generalization of
Thakur and Ishikawa by Saleem et al. [14] that converges very well in the class of nonexpansive operators and
are more effective in the sense of rate of convergence as compared to the Picard iteration. It was proved in [12],
that Thakur iteration is better than all the aforementioned iteration processes. Soon, Ullah and Arshad proved
that M iteration is better than the leading Thakur iteration and hence all the aforementioned iterations.
This article will show that there is an iteration process which is even better than all of these iterations.

In [15], Ahmad et al. suggested an up-to-date iteration, which they called JK (Junaid-Kifayat) iteration
that generates a sequence of iterates using the following formula:

m=a€Kk,
¢ = (1 - Bag + B:Fag,
bg = Fcg,
agv1 = F((1 - ag)bs + agFby),

11

where ag, ﬁf € (0,1).

They proved that speed of convergence of JK iteration process (1.1) is far better than the leading iteration
processes due to Thakur et al. [12] and Agarwal et al. [10] in the case of Suzuki mappings (mappings with
conditions (C)). In this article, we deeply studied this process as follows: first, we prove the convergence of this
scheme in the class of mappings with condition (E), and in this way, we extend the previous outcome presented
by Ahmad et al. [15] from mappings with condition (C) to mappings with condition (E). After this, we shall show
it with the help of an example of the mapping with condition (E), which will show that the speed of the JK
iteration is better than all of the Thakur et al. [12], Agarwal et al. [10], and M iteration of Ullah and Arshad [13].
Eventually, the stability and data dependence results of the iteration JK in the generalized setting of contrac-
tions are obtained.

Let K be a nonempty, closed, and convex subset of a Banach space S, a mapping F : K —» K is said
to be contraction, if and only if for each a, b € K, there exists a real number A € [0,1), such that
[[Fa — Fb|| < Alla - b||. Similarly, a mapping F : K — K is said to be nonexpansive if A =1 in contraction
mapping, that is, it satisfies the inequality ||[Fa — Fb|| < ||a - b||, for each a, b € K. Moreover, if F, # &, where
E. represents the collection of all fixed points of F, and ||Fa - p|| < |la - p||, for eacha € K and p € F, then F
is called quasi-nonexpansive.

In 2010, Bosede and Rhoades [16] developed the concept of general class of mapping called contractive-like
operators to prove the stability and convergence results for the Picard-Mann hybrid iterative process given
below;

lp - Fb|| <Allp-b|l; VbEK, and pE€ER.
Or,
IEb - pll < Allb - pll; VbEK, and p€E, 1.2)

where A € [0, 1). We will regularly use (1.2) to establish the stability and strong convergence results for our
proposed iteration.
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The class of nonexpansive mappings plays a key role in the field of applied sciences; therefore, it is very
important to study the extension of this mapping. In 2008, Suzuki [17] established the extension of nonexpan-
sive mapping by weakening the inequality involved in the definition of nonexpansive mappings in the
following manner; a self-map F : K — K is said to satisfy condition (C), if for each a, b € K, we have

1
E||a - Fa|| < |la - b|| = ||[Fa - Fb|| < |la - b||. (1.3)

Of course, every nonexpansive mapping F endowed with condition (C), but in [17], Suzuki also developed an
example in which the converse is not valid in general. Hence, we can say that the class of Suzuki mappings is
wider than the class of nonexpansive mappings. Keeping the concept of Suzuki (C) map in mind, Garcia-Falset
et al. [18] established the concept of new map, which is more general than the Suzuki map and can be defined
as follows: a self-map F : K — K is called a Garcia-Falset map (or condition (E,)) if for every two points
a,b € K, we have
lla - Fb|| < ulla — Fal| + |la - b||, forsome u=1. 1.4)
Garcia-Falset mentioned that any mapping F with condition (E,) is called simply a mapping with condition (E).
Since every Suzuki mapping F defined on a subset K of a Banach space S satisfies||a — Fb|| < 3||a - Fa|| +
lla - b||, for each a,b € K. From this, we can easily see that every Suzuki mapping is also Gracia-Falset
mapping with real number u = 3. At the end of this article, we have constructed an example, which will be
satisfies condition (E) but not condition (C). After the discovery of Garcia-Falset mappings, Bagherboum [19]

was the first person who studied approximation of fixed points for these mappings under Ishikawa iteration
in a certain distance space.

2 Preliminaries

We shall now provide some notions and results that are known in the literature, and we need here in our
proposed work.

Notice that, a uniformly convex Banach space (UCBS) (see [20] for details) is simply a Banach space S
having a property that for every chosen ¢ € (0, 2] and eventually a positive real number § can be selected,
so that one has:

a+b
a,be S, |a|| <1, |b||<1 and Jla-b||2e=> 5 <1-6.

Also, if K is closed and convex in a UCBS S, and consider any bounded sequence {a;} in S, for a fixed element
a € S, we essentially define the asymptotic center of {a;} at the point a by the following formula:

r(a, {ag}) = limsuplla - ag|.

Eooo
In this case, we define the asymptotic radius of {a;} corresponding to the set K by
r(K,{as}) = inf{r(a, {as}) : a € K},
and the asymptotic center of sequence {a¢} relative to K is given by,
A(K,{as}) = infla € K : r(a, {ag}) = r(K, {ag})}.
In [21], Edelstein proved in this case that the set A(K, {a;}) admits one and only one point.

Definition 2.1. [22] A UCBS S is said to be with Opial’s condition if for all {a;} € S and suppose there is a point
[ € S such that {a;} is weakly convergent to [ and the following holds:

ligninf”a; -1 < ligninfllag -m|, forall mesS-{l}.
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The following notion of condition (I) is essentially from Senter and Dotson [23], which provides
an alternative tool for establishing a strong convergence of some iteration processes on noncompact domains.

Definition 2.2. A mapping F of a subset K in a UCBS is said to be with a condition (I) when one can set
a function, namely, n such that n(h) = 0 if and only if h = 0, and n(h) > 0 for every choice of h > 0,
and ||a - Fal| = n(d(a, R)), for all a € K, where d(a, F;) denotes distance of a from the set E.

Lemma 2.3. [24] Assume that S is a UCBS and 0 <a < y; < b <1,V & € N. If {ug} and {v¢} are two sequences
in S with limg.o|[ug|| < d, limsup,_|lvell < d, and limsup;_,|I(1 = y-)ug + y;vell = d holds for some d 2 0.
Then limngug - Vg” =0.

Proposition 2.4. [18] Assume that K # @ is a subset of a Banach space S, and F is a self-map on K. Then
() IfF is a Suzuki mapping, then it is Garcia-Falset mapping.
(i)) IfF is a Garcia-Falset mapping with F. # &, then for every a € K and p € F, we have ||[Fa - Fp|| < ||a - p||.

Lemma 2.5. [18] Assume that F is a self-map on a K # & subset of a Banach space S enjoys the Opial’s property,
and suppose that F also endowed with the condition (E). If {bs} is a sequence weakly converges to p
and limg_.»||Fag - a|| = 0, then Fp = p. That is, I - F is demiclosed.

3 Approximation results

Main purpose of this section is to suggest some theorems concerning the JK iteration (1.1) for mappings with
condition (E). We start with a very key result. This result is valid in general Banach space setting.

Lemma 3.1. Assume that S is UCBS and @ # K C S, is closed as well as convex. Suppose F : K — K is a mapping
satisfying condition (E) with F # @. If {as} is a sequence given in (1.1). Then limsup, . |lag - pl| exists
forallp € E.

Proof. To prove our objective, let p € F, then by Proposition 2.4 (ii), we have,
llcz = pll = 1A = Bpag + BFag - pl|
<@ - Bllag - pll + B;lIFag - pll

3D
<@ - Bllag - pll + Bellag - pll
=llag - pll.
Now using (3.1), we have
libe = plI < |[Fce = pll < licg = pll. (3.2)
Similarly using (3.2), we obtain as follows:
laz+1 = pll = IF((1 = ag)Fcg + agFb) - pl|
<||(1 - ag)Fcs + agFbs - pl|
< (1 - ap)llFcg = pll + agl|Fbe - pl|
<@ - agllcg = pll + agllb - pll 3.3
<1 - aplles - pll + aglle; - pll
=|lce - pll
<llag - pll.

From the aforementioned observation, we see that the sequence {|la; - p||} is bounded and non-increasing.
Hence, lim;_.«||a;z — p|| exists for all p € F. O
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Theorem 3.2. Suppose K, S, F and {as} are as given in Lemma 3.1. Then, F. # & if and only if {a¢} is bounded
and limg_.||Fag — ag|| = 0.

Proof. Let us first prove the direct statement. We assume that {a¢} is bounded and lim¢_..||Fas — a|| = 0. We
need to prove that F. # @. For this, we choose any p € A(K, {a¢}), and we prove that Fp = p. Since F is Garcia-
Falset mapping, so

r(Fp, ag) = limsup||as - Fag||
f—»co
< limsup(ullag - Fagl| + llag = pl)
fﬂoo
=|lag = pll
=r(p.{ag).
Clearly we see that Fp € A(K, {a¢}), but we know that A(K, {a;}) contains exactly one point. Therefore,
we conclude that Fp = p. Hence, p € E.
Let us prove the converse implication. Assume that F. # &, we need to prove that {as} is bounded and

|[Fas — a|| = 0 for all p € F. Boundedness of {as} is obvious from the conclusion of Lemma 3.1. Choose any
p € E, since by Lemma 3.1, ||a; — p|| exists for every p € F. Put

grgllaz -pll =t
From (3.1), of Lemma 3.1, we have proved that

llce - pll < llag - pll. (3.4)
Applying limsup on both sides of (3.4), we obtain

limsup||c¢ - p|| < limsup|las - p|| = i. 3.5)
f—rao f—»oo
From Proposition 2.4 (ii), we have,
limsup||Fag - pl| < limsupllas - p|| = i. (3.6)
E—»oo E—»oo
Equation (3.3) of Lemma 3.1 also suggests that
llages = pll < lice = pll = 1< liminfllcg = pll. 3.7
Combining (3.5) and (3.7), we obtain
i = limjlce - pll. (338)
From (1.1) and (3.8), we have
i= i1 - f)(ag = p) + fe(Fag = I (3.9)

Now for ug = (ag - p), v¢ = (Fag - p), and y; = B, then by Lemma 2.3, we obtain
lim|lag - Fag|| = 0.
fﬂoo

Hence, proof is completed. O

Now, we can prove a weak convergence result for Garcia-Falset mappings as follows.

Theorem 3.3. Suppose K, S, F, and {a;} are as given in Lemma 3.1. If F satisfies Opial’s property, then {a;}
converges weakly to a point of F.

Proof. By Lemma 3.1, the strong limit lim;_...||a;z — p|| exists even for all choices of p € F.. We need weak limit
point of any subsequence of {a;} in F. Let’s choose two weak limits say p, and p, of the subsequences {agj} and
{ag} of {as}, respectively. By Theorem 3.2, lims_«||a; — Fag|| = 0, and by Lemma 2.5, I - F is demiclosed
at zero. Therefore, (I - F)p, = 0 = p, = Fp,, similarly Fp, = p,.
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Next we just show the uniqueness of weak limit point. For this, if p; # p,, then by using Opial’s property,
we have

lim|lag - py|| = lim lag, - p,|
§oo0 g
< lim|lag - p,I
oo
= limflaz - p
= lim [|ag, - p,||
[k
< lim [lag - py|
[k
= lim|lag - pyl-
oo
Obviously this is a contradiction, so p, = p,. This imply that {a;} weakly converges to some point of . [

Next, we will prove some strong convergence results for self-mapping F.

Theorem 3.4. Suppose K, S, F, and {as} are as given in Lemma 3.1. If K is compact, then the sequence {as}
converges strongly to a fixed point of F.

Proof. K is compact, and due to the compactness of K, one can find a subsequence, say, {agj} of {a;}, having
a limit say p, such that lim;.||ag — pyll = 0. Since F is endowed with the condition (E), therefore
llag = Fpoll < ullag - Fagll + [lag = poll- (3.10)
Taking lim;. on both sides of (3.10) and using Theorem 3.2, we obtain
}Em”||a5j - Fpyll = 0, thatis, ag - Fp,.
Since ag, — Fp, and ag — p,, we prove that Fp, = p,. For this purpose,
IEpy = poll < IEpy — agll + llag — poll = llag = Epyll + llag = poll = —0 + 0 = 0.

Hence, we obtain ||Fp, — p,ll = 0. It follows that Fp, = p,, that is p, € F. By Lemma 3.1, limg_«||az — p,l| exists
for all p, € F. Hence, p, is the strong limit point of F. This completes the proof. O

Theorem 3.5. Suppose K, S, F, and {a;} are as given in Lemma 3.1. If liminf;_..d(a¢, ) = 0. Then {as} converges
strongly to a point of F.

Proof. The proof of the aforementioned theorem is elementary, and therefore, we do not need to prove it. [
Next, we established strong convergence result for a mapping F, which satisfies condition (I).

Theorem 3.6. Suppose K, S, F, and {a¢} are as given in Lemma 3.1. If F is endowed with condition (I), then {a}
converges strongly to a point of E.
Proof. To prove our objective, since proof of Lemma 3.1, we suggest that

g{m”||a5 - Fag|| = 0. (3.11)

By condition (I), we have
|la - Fal| 2 n(d(a, F)), Va€K. (3.12)
From (3.11) and (3.12), we obtain
0 < limn(d(az, F)) < limllag -~ Fagl = 0 = limn(d(az, F)) = 0. (3.13)
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Since n : [0, ©) — [0, ©) is nondecreasing function satisfying n(h) = 0 if and only if h = 0, and n(h) >0
for every choice of h > 0, so we have
ym d(as F) = 0.

Hence, all the requirements of Theorem 3.4 are satisfied, and therefore, we conclude that {a;} strongly
converges to some point of F. O

4 Stability and data dependency

In many cases, an iteration procedure is not stable when we implement it on a problem to find the approx-
imate value of the requested solution. Notice that a fixed point scheme is said to be stable if the produced error
arising between any two successive iterative steps do not affect the convergence of the scheme. First time, the
concept of F-stability (or simply stability) was suggested by Harder and Hicks [25]. Some details and results
about the stability are presented below (see, also [26,27] and others).

Definition 4.1. [25] Assuming that K is a nonempty subset of a Banach space and {l¢};-, is any sequence in K.
In this case, the iterative scheme ag.q = f(F, a¢) that is convergent to a point q, is said to be F-stable (or sim-
ply stable), if for any sequence & € [0, ) with & = ||lgs1 = f(F, l¢)||, if one has

lime =0 & liml; = a.

Foo Foo

Definition 4.2. [28] Suppose that (S, ||.||) is a Banach space. If one have two mappings, namely, F,F: S - §,
then the mapping F is known as an approximate mapping for F if and only if for any € > 0, the following holds:

|Fa - Fa|| <, Va€s.

Lemma 4.3. [29] Supposes {y;} is a non-negative real sequence for which one assumes there exists § € N,
such that for all £ 2 &, the following inequality holds:

Veg < 1= )Y + B0,
where ¢ contained in (0, 1), for every choice of § € N, Z?=0¢E = and ¢g; 2 0, for all § €N
0 < limsup ¢, < limsupg,.

§oo Fooo

Next, we will prove strong convergence theorem for iteration procedure (1.1) with respect to the contrac-
tion mapping and show that our proposed iteration is converging effectively compared to all listed iteration
processes. We will also show that our proposed iteration process is F-stable by using inequality (1.2).

Theorem 4.4. Suppose @ # K C S, such that K is closed and convex, and F : S — S is a contraction mapping.
Suppose {a¢} is the iterative sequence generated by (1.1), with ag, B: € (0, 1), satisfying Z?zoag < oo, Z?zoﬂf <o
and chloagﬁz < o, Then, {a;} strongly converges to the unique fixed point of F.

Proof. From Equation (1.1), let p = Fp.

lleg - pll=1I(1 - Bag + BeFaz - p
< (1 - Bollag - pll + BllFag - pl
<(1- Bpllag - pll + Bdllag - pl
= (1- B - O)lla - p.

4.1

Similarly using (4.1), we have
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1D = pll = lIFce - Fpl| < Blicg - pll < (1 - B(1 - O))llag - pl. 4.2
Hence, using (4.2), we obtain
llag = pll =IF(Q - ag)Fc; + agkby) - pl|
< 0|1 - ag)Fce + agFbe - pl|
<0[1 - ap)l|Feg - pll + alFb; - pll]

<011 - apBlics - pll + azBb - pll] @3
<01 - ap)d - B(1 = O)llag = pll + a:6(1 = B(1 -~ O))llag - pll]
=071 - az(1 - 0)(A - B(1 - O))]llas - plI.
Now, by repetition of the aforementioned procedure (4.3), we can easily see that
¢
lag = pll< 622 [] (1~ ax(d - 0)(A - B(1 = O)llar-1 - pl|
k=¢-1
¢
<672 ] (1 - a - )1 - Bi(1 - O)llax-2 - pll
k=£-2 44

£
<OV ] (1 - a1 - 0))(1 - B(1 - O)llag - pll-
k=0

Since Yz ag < Z?=oﬁg < o and 6 € [0, 1), so Z‘;Oagﬁf < o, Thus,
4 4
ym exE+D ﬂ Q-aA-0)1-p1-6))= %im 92(f+1)€1im |_| Q-a(1-0)a-pa-0)=0 - 45
e k=0 et ~® k=0
By using (4.5), in the inequality (4.4), we obtain

limflaz., - pll < 0. “6)

Since ||.|]| = 0, therefore from (4.6), we can write as follows:
%im”agﬂ - p” = 0

Hence, {a;} strongly converges to p € F, as required. O

Theorem 4.5. Suppose K, S, and F are as in Theorem 4.4. Let’s consider the iterative sequence (1.1), with
az, B € (0,1), satisfying Z:c"zoaf < oo, Z‘;:Oﬁf < oo, and Z;Oagﬁf < oo, Then the iterative process (1.1), is F-stable.

Proof. Since self-mapping F on K with a fixed point p satisfying (1.2), that is,
IEb - pll <Allb - pll; VbE€K, and pE€ERF. 4.7)

Assume that {I;} C K be an arbitrary sequence. Let the sequence generated by (1.1), an+1 = f(F, ag), converging
to a unique fixed point p (by Theorem 4.4, and & € [0, 1) such that & = ||lgvq - f(F, o). Let F, = f(F, le).
Then & = [|lz+1 - Fy .

To show that the iteration process (1.1), is F — stable, it is suffice to prove that lim_..& = 0 if and only if
lim;_.lz = p. For this, suppose lim;_.l; = p, we have

& = lger = FE, DI < |llgen = pIl + Mlp = FE DI = w2 = pll + |IF, = pII- 4.8)
So by using (1.2), in (4.8), we have
& < ||less = pll + Ollle - pll. 4.9

Taking ¢ — « of (4.9), and using given supposition, we obtain
lime = 0.

oo
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Let us prove the converse implication, consider lim¢- £ = 0. We need to prove that limg_.«l = p.
lesa = pll < Nllesa = FE DI+ IF(F, L) = pll = & + |, = pll < & + 6llls - pll. (4.10)
Since from (4.4), of Theorem 4.4, we have
4
s = pll < & + 02D (1 - a(1 = 0)(A = B(1 = O)Ilo = plI.
k=0
Since limg_.g = 0, Ysmo@s < ©, Z;Oﬂf <o, and 6 €[0,1), so lims.w||lee1 = pll = 0, this imply that,
limg..lg = p.
Hence, {a¢} is F- stable. O

Theorem 4.6. Suppose K, S, and F are as in Theorem 4.4. Consider ¥ being an approximate operator for the
contraction mapping F with possible numerical error € > 0. Further, {a;} is the sequence (1.1), for F, and define

approximate sequence {d¢} for F as follows:
a=d€K
& = (1~ Bdg + B;Fd;
be = F&;
e = F(( - ap)Fe + agFDy).

411

with real sequence {ag}, {B;} € (0, 1) satisfying, % < agfy, for all§ €N.
IfFp = p and £p = p such that lim¢..ls = p, then we have

N £
Ip =Bl < g

Proof. Let us consider (1.1) and (4.11), we have
llce = &ll < (1 = Bollag = dgll + BellFag - Fatgl|
< (1 - B)llag - dell + BellIFag - Féel| + ||Fég - Fael} (4.12)
S - B(1 - 0)llag = dgll + pe.
By using (4.12), we have
l1be = bell = I|Fe; ~ Fél|
<||Fce - F&|| + ||F& - F&||

<O|lcg - Gl + ¢
<61 - B(1 - 0)llag - dell + 6B:e + €.

4.13)

llages — @esall = IIF(Q - ag)Fce + asFbg) - F((1 - ag)Fes + agFby)||
< |IF((1 - ag)Fcg + aghbg) - F((1 - ap)Fe + agFhy)|| + |F(1 - ag)Fe: + asFby)
- F((1 - ap)F& + acfhy)||
< 0||(1 - ag)Fce + agFbe — (1 - ap)Fe; + agFhe| + .
< 0[(1 - ag)||Fee - Fegl| + ag||Fbe - Fbe|l] + ¢
< o~ aolIEC: N—Nﬁéfn +~||N?EE - N1~:CN‘E||}+ .
ag{||Fb; — Fbe|| + ||Eb; — Fbel}
< 01 - ag)Blice — &Il + &} + aef6libe — bell + e} + &.
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By using (4.12) and (4.13), we obtain

(1 - an)o{(1 - B:(1 = O))llag — dell + Beet+

llags1 = dgell < 0| aeb{O(L - B(1 = O))llas - dell + OBse + e}+| + e.
(- age + ab (4.14)

{1 - ab( - B(1 - 0)) + a:6*(1 - B:(1 - M)} lag - &ll

+ €.
+B:(1 - ag)fe + agf 0% + agfe + (1 - agp)e + age

Since 0 € (0, 1) so 6% < 1, from (4.14), we obtain

{1 - a) - B(1 - 0) + az(1 - B(1 - O)}llag - dell

<
+ Be(1 - ag)e + agfse + age + (1 - ag)e + age

+ e (4.15)

{1 - ag + ap)d - B:(1 - O)}llas - @l
+{B(1 — ag) + agf; + az + (1 - ag) + agke

+ e (4.16)

After simplifying (4.16), we obtain,
llage = el < (1 = B(1 = O)llag = dell + 1+ B + aple + €
= (1- Be(1 - O)llag - ell + (g + Boe + 2¢
S - B(1 - O)llag — dell + (agb; + agby)e + 2 (4.17)
=(1 - B(1 - Op)llag - dell + 2azpee + 2
S - B - Op)llag = dell + 2agBee + 2(1 - agB; + agfe)e.

Since from assumption, i.e., % < (15,36, we have that1 - 01513‘,t < agﬁf. Hence, from (4.17), we obtain that

llags — denll < (A = B(1 - O))llag — dell + 2agpee + 2(2azh;)e
<1 - B(1 - 0)llag - dell + 6agBee

6 (4.18)
= (1= Bt - O)llag - &ll + aghi(1 - 0) -
Let ¥, = |lag - dell, ¢ = agB:(1 - 0), ¢, = 16_—86. Then from Lemma 4.3 and (4.18), we obtain
. ~ . be
0 < limsup||ag - | < limsup.— 4.19)

foo oo 170
By Theorem 4.4, we have lims_..a; = p, and by assumption, we have lim;_d; = p. By using these facts
together with (4.19), we obtain
Ip - Bl < —
1-6°
as required. (I

5 Example and comparative study
To support the objective of this article, we compute an example for a self-map F : K —» K, endowed with
condition (E), but without the condition (C). And will compare the efficiency of JK iterative scheme with other

existing iterations.

Example 1. Consider K = [2, 8], and a self-map F : K — K define by
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6; if a €K = {8}

+6
; ifa€ K =12,8)

To observe that F satisfies condition (E), we will check |la = Fb|| < v||b - Fb|| + ||a - b||, for some v 21,

and Va, b € K.

For this, we fix the value of v = 4 and discuss the following cases.
(My): Choose any a,b € K; = Fa = 6 = Fb. We have,

lla - Fb|| =|a - Fb|

=la - 6|
=|a - Fa| G
<4|a - Fa| + |a - b|
= 4la - Fal| + |la - bl|.
a+6 b+6
(My): Choose any a,b € K; = Fa = - and Fb = — - We have
|la — Fb|| =|a - Fb|
<l|a - Fa| + |Fa - Fb|
~|a - Fa| + a+6 b+6
2 2
1 (5.2)
=|a - Fa| +E|a—b|
<l|a - Fa| + |a - b|
<4|a - Fa| + |a - b|
=4la - Fal| + |la - bj|.
6
(M3): Choose any a € K; and b € K; = Fa = % and F = 6.
We have
Table 1: Comparison of iterative values of various iterations
3 JK M Thakur S
n 45 45 45 45
12 5.8544531200 5.7843700000 5.7285937000 5.4571870000
13 5.9858774000 5.9690039000 5.9508924300 5.8035697200
14 5.9986296600 5.9955443100 5.9911145900 5.9289167900
15 5.9998670300 5.9993594900 5.9983922900 5.9742767600
16 5.9999870900 5.9999079200 5.9997091000 5.9906914000
17 5.9999987400 5.9999867600 5.9999473600 5.9966314500
18 5.9999998700 5.9999980900 5.9999904700 5.9987810000
19 5.9999999800 5.9999997200 5.9999982700 5.9995588700
20 5.9999999990 5.9999999600 5.9999996800 5.9998403600
21 6 5.9999999900 5.9999999400 5.9999422300
22 : 5.9999999990 5.9999999900 5.9999790900
23 6 5.9999999990 5.9999924300
24 : 6 5.9999972600
25 : 5.9999990000
26 5.9999996400
27 5.9999998000
28 5.9999999500
29 5.9999999800
30 5.9999999990
30 6
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lla - Eb||=1a - 6]

=2|a-

2
=2|a - Faq|
<4|a - Faq|

<4|a - Fa| + |a - b|
=4|la - Fa|| + [la - bI|.
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(5.3)
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Figure 1: Error comparison of various iteration processes.
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(M,): Choose any a € K; and b € K; = Fa = 6 and Fb = b;e.
We have
[la — Fb||=|a - Fb|
_a_b+w
2
_|2a-b+6
2
< a-b . a—G‘ (5.4)
2 2

1 1
=—la-Fal+la-b
2 la - Fa| 2 la - b

<|a - Fa| + |a - b|
<4|a - Fa| + |a - b|.
=4lla - Fa|| + |la - bl|.

From above, it is obvious that in each case F satisfies condition (E).
Next, we show that for any value of a, b € K, F does not endowed with Condition (C). For this choosinga = 7.5

and b = 8, it is easily can be seen that%”a - Fa|| = 0.375 < ||a - b|| = 0.5, but||Fa — Fb|| = 0.75 > ||a - b|| = 0.5.
Hence F : K — K is not a Suzuki mapping.

The comparison of JK with other iterations can be found in Table 1, and graphical representation is shown
in Figure 1.

6 Conclusion

The article successfully analyzed the JK iteration process with the so-called broad class of nonlinear mappings
that are endowed with a condition (E). The results established under possible mild conditions and successfully
supported by a numerical experiment. We have seen that the JK iteration process still suggests very accurate
numerical results in the novel setting of mappings having a condition (E). All these results improved the
previous results due to Ahmad et al. [15] from the setting of condition (C) to the novel setting of condition (E).
We have also proved that JK iteration converges better than the M iteration of Ullah and Arshad [13].
We investigated some qualitative results like stability and data dependence results for the JK iteration process
in the setting of generalized contractions. Our results thus at the same time improve the results presented
by Abbas and Nazir [11], Thakur et al. [12], Ullah and Arshad [13] because their research areas were limited
to the case of mappings with condition (C).
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