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Second order duality for multiobjective optimization
problems

Meraj Ali Khan, Falleh R. Al-Solamy

Abstract

In this paper, we first introduce a new class of generalized convex functions,
called second order (F, α, ρ, d)-V-convex functions and then discuss appropriate du-
ality results for second order Mangasarian type, Mond-Weir type and general Mond-
Weir type multiobjective duals.

Keywords: Multiobjective optimization; Second order generalized convex functions;
Weak efficiency; Duality

Mathematics Subject Classification 2000: 90C29, 90C30, 90C46, 49N15

1. Introduction

Optimization theory is one of the most lively and exciting branch in modern
mathematics, in which the importance of convexity is well known. But the notion
of convexity does no longer suffice for many mathematical models used in decision
sciences, economics, management sciences, stochastics, applied mathematics and en-
gineering. Therefore, various generalizations of convex functions have been provided
for the validity of results to larger classes of optimization problems. The generaliza-
tion of convex functions was originally proposed by Hanson [7], which were named
as invex functions by Craven [4], and η-convex functions by Kaul and Kaur [10].
In [9], Jeyakumar and Mond introduced V -invexity and its generalization for vector
functions. More specifically, Preda [16] introduced the concept of (F, ρ)-convexity,
an extension of F-convexity defined by Hanson and Mond [8] and ρ-convexity given
by Vial [17]. Recently, Agarwal et al. [1] introduced a new class of generalized V-
type I functions for a multiobjective problem and discussed sufficiency and duality
results.

Second order duality was first introduced by Mangasarian [11] for a scalar pro-
gramming problem. Mond [13] reproved second order duality results of Mangasarian
[11] under simpler assumptions, and showed that the second order dual has compu-
tational advantages over the first order dual. Zhang and Mond [19] extended the
class of (F, ρ)-convex functions to second order (F, ρ)-convex functions and discussed
duality results for Mangasarian type, Mond-Weir type and general Mond-Weir type
multiobjective duals. Aghezzaf [2] introduced new classes of generalized second order
(F, ρ)-convexity for vector-valued functions and established various duality results
for mixed type vector dual. In [6], Hachimi and Aghezzaf proposed a new class of
generalized second order type I vector-valued functions for multiobjective program-
ming problem and obtained mixed type duality theorems. Ahmad and Husain [3]
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defined a class of generalized second order (F,α, ρ, d)-convex functions and estab-
lished duality results for Mond-Weir type multiobjective dual. Gulati and Agarwal
[5] established Huard type converse duality theorems for second-order scalar and
multiobjective dual problems showing certain inconsistencies in the earlier work of
Yang et al. [18] and Mond and Zhang [15].

Being inspired by the excellent work of Mond and Zhang [15], Zhang and Mond
[19] and Ahmad and Husain [3], we introduce the concept of second order (F , α, ρ, d)-
V-convex function and its generalizations, which includes most of the introduced
classes of generalized convex functions. To characterize the introduced definitions,
an example of second order (F, α, ρ, d)-V-convex function is given. Weak, strong
and strict converse duality theorems are proved for second order Mangasarian type,
Mond-Weir type and general Mond-Weir type multiobjective duals. These results
extend the results appeared in [3, 15, 16, 19].

2. Notations and preliminaries

The following conventions for vectors in Rn will be followed: x ≧ y ⇔ xi ≧

yi, i = 1, 2, . . . , n; x ≥ y ⇔ x ≧ y, and there exists at least one i such that
xi > yi; x > y ⇔ xi > yi, i = 1, 2, . . . , n. The index sets are K = {1, 2, . . . , k} and
M = {1, 2, . . . ,m}.

Consider the following nonlinear multiobjective programming problem:

(P) Minimize f(x) = [f1(x), f2(x), . . . , fk(x)]

subject to x ∈ S = {x ∈ X : g(x) ≦ 0},

where X ⊆ Rn is a nonempty open set and the functions f = (f1, f2, . . . , fk) : X →
R
k and g = (g1, g2, . . . , gm) : X → R

m are twice differentiable at x̄ ∈ X.

Definition 1. A point x̄ ∈ S is said to be a weakly efficient solution of (P), if there
exists no other x ∈ S such that

f(x) < f(x̄).

The following definitions are due to Mond and Zhang [15]:

Definition 2. Function f : X → R
k is said to be second order V -invex at x̄ ∈ X,

if there exist functions η : X×X → R
n and αi : X×X → R+\{0}, i ∈ K such that

fi(x)− fi(x̄) +
1

2
pT∇2fi(x̄)p ≧ αi(x, x̄)[∇fi(x̄) +∇

2fi(x̄)p]η(x, x̄)

holds for all p ∈ Rn and for all x ∈ X.

2
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Definition 3. Function f : X → R
k is said to be second order V -quasiinvex at

x̄ ∈ X, if there exist functions η : X ×X → R
n and γi : X ×X → R+ \ {0}, i ∈ K

such that

k∑

i=1

γi(x, x̄)fi(x) ≦
k∑

i=1

γi(x, x̄)[fi(x̄)−
1

2
pT∇2fi(x̄)p]

⇒
k∑

i=1

[∇fi(x̄) +∇2fi(x̄)p]η(x, x̄) ≦ 0

holds for all p ∈ Rn and for all x ∈ X.

Definition 4. Function f : X → R
k is said to be second order V -pseudoinvex at

x̄ ∈ X, if there exist functions η : X ×X → R
n and βi : X ×X → R+ \ {0}, i ∈ K

such that

k∑

i=1

[∇fi(x̄)+∇2fi(x̄)p]η(x, x̄) ≧ 0⇒
k∑

i=1

βi(x, x̄)fi(x) ≧
k∑

i=1

βi(x, x̄)[fi(x̄)−
1

2
pT∇2fi(x̄)p]

holds for all p ∈ Rn and for all x ∈ X.

Definition 5. A functional F : X×X ×Rn → R is said to be sublinear in its third
argument, if for any x, x̄ ∈ X,

(i) F (x, x̄; a1 + a2) ≦ F (x, x̄; a1) + F (x, x̄; a2) ∀ a1, a2 ∈ Rn,

(ii) F (x, x̄;αa) = αF (x, x̄; a) ∀ α ∈ R,α ≧ 0 and ∀ a ∈ Rn.

The following definitions of second order (F, ρ)-convexity and its generalization
were introduced by Zhang and Mond [19]. Let F be a functional sublinear in its
third argument, φ : X → R be twice differentiable at x̄ ∈ X, d : X ×X → R be a
metric and ρ ∈ R.

Definition 6. Function φ : X → R is said to be second order (F, ρ)-convex at
x̄ ∈ X, if

φ(x)− φ(x̄) +
1

2
pT∇2φ(x̄)p ≧ F (x, x̄;∇φ(x̄) +∇2φ(x̄)p) + ρd(x, x̄)

holds for all p ∈ Rn and for all x ∈ X.

Definition 7. Function φ : X → R is said to be second order (F, ρ)-quasiconvex at
x̄ ∈ X, if

φ(x) ≦ φ(x̄)−
1

2
pT∇2φ(x̄)p⇒ F (x, x̄;∇φ(x̄) +∇2φ(x̄)p) ≦ −ρd(x, x̄)

holds for all p ∈ Rn and for all x ∈ X.

3

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1197 Meraj Ali Khan et al 1195-1213



Definition 8. Function φ : X → R is said to be second order (F, ρ)-pseudoconvex
at x̄ ∈ X, if

F (x, x̄;∇φ(x̄) +∇2φ(x̄)p) ≧ −ρd(x, x̄)⇒ φ(x) ≧ φ(x̄)−
1

2
pT∇2φ(x̄)p

holds for all p ∈ Rn and for all x ∈ X.

Finally, in view of Definitions 2-8 and the concept of generalized second or-
der (F, α, ρ, d)-convex functions [3], we propose our definitions of second order
(F, α, ρ, d)-V-convex function and its generalizations as follows:

Definition 9. Function f : X → R
k is said to be (strictly) second order (F, α, ρ, d)-

V-convex at x̄ ∈ X, if there exist functions αi : X × X → R+ \ {0}, i ∈ K, d :
X ×X → R and ρ = (ρ1, ρ2, . . . , ρk) ∈ Rk such that

fi(x)− fi(x̄) +
1

2
pT∇2fi(x̄)p (>) ≧ F (x, x̄;αi(x, x̄)(∇fi(x̄)+∇

2fi(x̄)p))+ ρid
2(x, x̄)

holds for all p ∈ Rn and for all x ∈ X.

Remark 1.

(i) For k = 1 and αi(x, x̄) = 1, the above definition becomes that of (strictly)
second order (F, ρ)-convex function introduced by Zhang and Mond [19].

(ii) If ρi = 0, i ∈ K and F (x, x̄; a) = aTη(x, x̄) for a certain mapping η : X×X →
R
n, the inequality reduces to that of (strictly) second order V -invex function

introduced by Mond and Zhang [15].

(iii) If αi(x, x̄) = α(x, x̄), i ∈ K, then we get the definition of (strictly) second
order (F,α, ρ, d)-convex function given by Ahmad and Husain [3].

Following example includes earlierly studied classes as special cases of second order
(F, α, ρ, d)-V-convex function.

Example 1. Consider the function f = (f1, f2, f3) : X → R
3, where X = R such

that

f1(x) = (x+ 2)2, f2(x) = 2− x2, f3(x) = −x2 − 2x.

The feasible region is S = {x ∈ X : x ≧ 2}.

Let F (x, x̄; a) = a
12
(x2 + x̄2 − 4); α1(x, x̄) = 2; α2(x, x̄) = 4; α3(x, x̄) = 12;

ρ1 = −1; ρ2 = 1; ρ3 = −1; d(x, x̄) = |x− x̄+ 2|; p = 2; x̄ = 2.

4
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It can be seen that f = (f1, f2, f3) is second order (F,α, ρ, d)-V-convex for all x ∈ X,

f1(x)− f1(x̄) +
1

2
pT∇2f1(x̄)p = x2 + 4x− 8

≧ F (x, x̄;α1(x, x̄)(∇f1(x̄) +∇
2f1(x̄)p)) + ρ1d

2(x, x̄) = x2, (I)

f2(x)− f2(x̄) +
1

2
pT∇2f2(x̄)p = − x2

≧ F (x, x̄;α2(x, x̄)(∇f2(x̄) +∇
2f2(x̄)p)) + ρ2d

2(x, x̄) = −
5

3
x2, (II)

f3(x)− f3(x̄) +
1

2
pT∇2f3(x̄)p = −x2 − 2x+ 4

≧ F (x, x̄;α3(x, x̄)(∇f3(x̄) +∇
2f3(x̄)p)) + ρ3d

2(x, x̄) = −11x2. (III)

The above inequalities show that f = (f1, f2, f3) is second order (F,α, ρ, d)-V-convex
for all p ∈ R at x̄.

If α1(x, x̄) = α2(x, x̄) = α3(x, x̄) = 2, then Inequality (II) does not hold. If
α1(x, x̄) = α2(x, x̄) = α3(x, x̄) = 4, then Inequality (I) is not satisfied. Similarly,
if α1(x, x̄) = α2(x, x̄) = α3(x, x̄) = 12, then Inequality (I) is not satisfied. Hence,
f = (f1, f2, f3) is not second order (F,α, ρ, d)-convex [3] for all p ∈ R at x̄.

Let α1(x, x̄) = α2(x, x̄) = α3(x, x̄) = 1. Then Inequality (II) does not hold. There-
fore, f = (f1, f2, f3) is not second order (F, ρ)-convex [19] for all p ∈ R at x̄.

Let ρ1 = ρ2 = ρ3 = 0. Then Inequalities (I) and (II) are not satisfied. Hence
f = (f1, f2, f3) is not second order V-invex [15] for all p ∈ R at x̄.

Definition 10. Function f : X → R
k is said to be (strictly) second order (F, α̃, ρ̃, d)-

V-quasiconvex at x̄ ∈ X, if there exist functions α̃i : X ×X → R+ \ {0}, i ∈ K, d :
X ×X → R and ρ̃ ∈ R such that

k∑

i=1

α̃i(x, x̄)fi(x) ≦
k∑

i=1

α̃i(x, x̄)fi(x̄)−
1

2
pT∇2

k∑

i=1

α̃i(x, x̄)fi(x̄)p

⇒ F (x, x̄;
k∑

i=1

(∇fi(x̄) +∇
2fi(x̄)p)) + ρ̃d

2(x, x̄) (<) ≦ 0

holds for all p ∈ Rn and for all x ∈ X.

Definition 11. Function f : X → R
k is said to be (strictly) second order (F, ᾱ, ρ̄, d)-

V-pseudoconvex at x̄ ∈ X, if there exist functions ᾱi : X×X → R+ \{0}, i ∈ K, d :
X ×X → R and ρ̄ ∈ R such that

F (x, x̄;
k∑

i=1

(∇fi(x̄) +∇2fi(x̄)p)) + ρ̄d
2(x, x̄) ≧ 0

5
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⇒
k∑

i=1

ᾱi(x, x̄)fi(x) (>) ≧
k∑

i=1

ᾱi(x, x̄)fi(x̄)−
1

2
pT∇2

k∑

i=1

ᾱi(x, x̄)fi(x̄)p

holds for all p ∈ Rn and for all x ∈ X.

Remark 2. By using the sublinearity of F , one can see from the above definitions
that a second order (F, α, ρ, d)-V-convex function is both second order (F, ᾱ, ρ̄, d)-

V-pseudoconvex (with ᾱi =
1

αi
, i ∈ K and ρ̄ =

k∑

i=1

1

αi(x, x̄)
ρi) and second order

(F, α̃, ρ̃, d)-V-quasiconvex (with α̃i =
1

αi
, i ∈ K and ρ̃ =

k∑

i=1

1

αi(x, x̄)
ρi). Obviously,

the converse is not necessarily true.

Following Kuhn-Tucker theorem will be needed in the sequel:

Proposition 1 [12]. Let x̄ be a weakly efficient solution of (P) at which the Kuhn-
Tucker constraint qualification is satisfied. Then there exist λ ∈ Rk and u ∈ Rm

such that
k∑

i=1

∇λifi(x̄) +
m∑

j=1

∇ujgj(x̄) = 0,

m∑

j=1

ujgj(x̄) = 0,

λ ≧ 0,
k∑

i=1

λi = 1, u ≧ 0.

3. Mangasarian type duality

In this section, we consider the following second order Mangasarian type dual
for (P) and discuss duality results.

(SD) Maximize
(
f1(y) + u

Tg(y)− 1

2
pT∇2(f1(y) + u

Tg(y))p,

. . . , fk(y) + u
Tg(y)− 1

2
pT∇2(fk(y) + u

Tg(y))p
)

subject to

k∑

i=1

(∇λifi(y) +∇
2λifi(y)p) +

m∑

j=1

(∇ujgj(y) +∇
2ujgj(y)p) = 0, (1)

λ ≧ 0, (2)

k∑

i=1

λi = 1, (3)

6
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u ≧ 0. (4)

Let Q be the set of all feasible solutions of (SD).

Theorem 1 (Weak duality). Suppose that for all x ∈ S and (y, u, λ, p) ∈ Q,

(i) f is second order (F, α, ρ, d)-V-convex at y, and g is second order (F, α̂, ρ̂, d)-
V-convex at y;

(ii)
k∑

i=1

λi

αi(x, y)
= 1 and α̂j(x, y) = 1, j ∈M ; and

(iii)
k∑

i=1

λiρi

αi(x, y)
+

m∑

j=1

ujρ̂j ≧ 0.

Then

fi(x) �< fi(y) +
m∑

j=1

ujgj(y)−
1

2
pT∇2(fi(y) +

m∑

j=1

ujgj(y))p, i ∈ K. (5)

Proof. Suppose contrary to the result that (5) cannot hold, i.e.,

fi(x) < fi(y) +
m∑

j=1

ujgj(y)−
1

2
pT∇2(fi(y) +

m∑

j=1

ujgj(y))p, i ∈ K,

which on using (2), (3), αi(x, y) > 0, i ∈ K and hypothesis (ii) becomes

k∑

i=1

λifi(x)

αi(x, y)
<

k∑

i=1

λifi(y)

αi(x, y)
+

m∑

j=1

ujgj(y)−
1

2
pT∇2

{
k∑

i=1

λifi(y)

αi(x, y)
+

m∑

j=1

ujgj(y)

}

p,

or

k∑

i=1

λifi(x)

αi(x, y)
−

k∑

i=1

λifi(y)

αi(x, y)
−

m∑

j=1

ujgj(y)+
1

2
pT∇2

{
k∑

i=1

λifi(y)

αi(x, y)
+

m∑

j=1

ujgj(y)

}

p < 0.

(6)
According to hypothesis (i), it follows that

fi(x)− fi(y) +
1

2
pT∇2fi(y)p ≧ F (x, y;αi(x, y)(∇fi(y) +∇

2fi(y)p)) + ρid
2(x, y)

and

gj(x)− gj(y) +
1

2
pT∇2gj(y)p ≧ F (x, y; α̂j(x, y)(∇gj(y) +∇

2gj(y)p)) + ρ̂jd
2(x, y).

On multiplying the first inequality by
λi

αi(x, y)
≧ 0, i ∈ K and second by uj ≧ 0,

with α̂j(x, y) = 1, j ∈M , then summing over i and j respectively, and on using the
sublinearity of F , we have

7
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k∑

i=1

λifi(x)

αi(x, y)
+

m∑

j=1

ujgj(x)−
k∑

i=1

λifi(y)

αi(x, y)
−

m∑

j=1

ujgj(y)

+
1

2
pT∇2

{
k∑

i=1

λifi(y)

αi(x, y)
+

m∑

j=1

ujgj(y)

}

p

≧ F

(

x, y;
k∑

i=1

(∇λifi(y) +∇
2λifi(y)p)

)

+F

(

x, y;
m∑

j=1

(∇ujgj(y) +∇
2ujgj(y)p)

)

+
k∑

i=1

λiρid
2(x, y)

αi(x, y)
+

m∑

j=1

uj ρ̂jd
2(x, y). (7)

The relations (1), (7) and the sublinearity of F yield

k∑

i=1

λifi(x)

αi(x, y)
+

m∑

j=1

ujgj(x)−
k∑

i=1

λifi(y)

αi(x, y)
−

m∑

j=1

ujgj(y)

+
1

2
pT∇2

{
k∑

i=1

λifi(y)

αi(x, y)
+

m∑

j=1

ujgj(y)

}

p

≧

(
k∑

i=1

λiρi

αi(x, y)
+

m∑

j=1

uj ρ̂j

)

d2(x, y),

which by virtue of hypothesis (iii) gives

k∑

i=1

λifi(x)

αi(x, y)
+

m∑

j=1

ujgj(x)−
k∑

i=1

λifi(y)

αi(x, y)
−

m∑

j=1

ujgj(y)

+
1

2
pT∇2

{
k∑

i=1

λifi(y)

αi(x, y)
+

m∑

j=1

ujgj(y)

}

p ≧ 0.

By u ≧ 0 and g(x) ≦ 0, it follows that

k∑

i=1

λifi(x)

αi(x, y)
−

k∑

i=1

λifi(y)

αi(x, y)
−

m∑

j=1

ujgj(y)+
1

2
pT∇2

{
k∑

i=1

λifi(y)

αi(x, y)
+

m∑

j=1

ujgj(y)

}

p ≧ 0,

a contradiction to (6). This completes the proof. 2

Theorem 2 (Strong duality). Let x̄ be a weakly efficient solution of (P) at which the
Kuhn-Tucker constraint qualification is satisfied. Then there exist λ̄ ∈ Rk, ū ∈ Rm

and p̄ ∈ Rn such that (x̄, ū, λ̄, p̄ = 0) ∈ Q and the corresponding objective values of

8

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1202 Meraj Ali Khan et al 1195-1213



(P) and (SD) are equal. If, in addition, the hypotheses of weak duality (Theorem
1) hold, then (x̄, ū, λ̄, p̄ = 0) is a weakly efficient solution of (SD).

Proof. Since x̄ is a weakly efficient solution of (P) at which the Kuhn-Tucker
constraint qualification is satisfied, from Proposition 1, there exist λ̄ ∈ R

k and
ū ∈ Rm such that

k∑

i=1

∇λ̄ifi(x̄) +
m∑

j=1

∇ūjgj(x̄) = 0,

m∑

j=1

ūjgj(x̄) = 0,

λ̄ ≧ 0,
k∑

i=1

λ̄i = 1, ū ≧ 0.

Therefore, (x̄, ū, λ̄, p̄ = 0) ∈ Q and the corresponding objective values of (P) and
(SD) are equal. Weak efficiency of (x̄, ū, λ̄, p̄ = 0) thus follows from weak duality
(Theorem 1). 2

Theorem 3 (Strict converse duality). Let x̄ ∈ S and (ȳ, ū, λ̄, p̄) ∈ Q such that

(i)
k∑

i=1

λ̄ifi(x̄) ≦
k∑

i=1

λ̄ifi(ȳ) +
m∑

j=1

ūjgj(ȳ)−
1

2
p̄T∇2

{
k∑

i=1

λ̄ifi(ȳ) +
m∑

j=1

ūjgj(ȳ)

}

p̄;

(ii) f is strictly second order (F, α, ρ, d)-V-convex at ȳ with αi(x̄, ȳ) = 1, i ∈ K
and g is second order (F, α̂, ρ̂, d)-V-convex at ȳ with α̂j(x̄, ȳ) = 1, j ∈M ; and

(iii)
k∑

i=1

λ̄iρi +
m∑

j=1

ūj ρ̂j ≧ 0.

Then x̄ = ȳ.

Proof. We assume that x̄ �= ȳ, and exhibit a contradiction. Using (2)-(4), hypoth-
esis (ii), and the sublinearity of F , we obtain

k∑

i=1

λ̄ifi(x̄)−
k∑

i=1

λ̄ifi(ȳ)+
1

2
p̄T∇2

k∑

i=1

λ̄ifi(ȳ)p̄ > F

(

x̄, ȳ;
k∑

i=1

(∇λ̄ifi(ȳ) +∇
2λ̄ifi(ȳ)p̄)

)

+
k∑

i=1

λ̄iρid
2(x̄, ȳ)

and

m∑

j=1

ūjgj(x̄)−
m∑

j=1

ūjgj(ȳ)+
1

2
p̄T∇2

m∑

j=1

ūjgj(ȳ)p̄ ≧ F

(

x̄, ȳ;
m∑

j=1

(∇ūjgj(ȳ) +∇
2ūjgj(ȳ)p̄)

)

9
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+
m∑

j=1

ūj ρ̂jd
2(x̄, ȳ).

Adding these inequalities, we get

k∑

i=1

λ̄ifi(x̄)+
m∑

j=1

ūjgj(x̄)−
k∑

i=1

λ̄ifi(ȳ)−
m∑

j=1

ūjgj(ȳ)+
1

2
p̄T∇2

{
k∑

i=1

λ̄ifi(ȳ) +
m∑

j=1

ūjgj(ȳ)

}

p̄

> F

(

x̄, ȳ;
k∑

i=1

(∇λ̄ifi(ȳ) +∇
2λ̄ifi(ȳ)p̄)

)

+ F

(

x̄, ȳ;
m∑

j=1

(∇ūjgj(ȳ) +∇
2ūjgj(ȳ)p̄)

)

+
k∑

i=1

λ̄iρid
2(x̄, ȳ) +

m∑

j=1

ūjρ̂jd
2(x̄, ȳ)

≧ F

(

x̄, ȳ;
k∑

i=1

(∇λ̄ifi(ȳ) +∇
2λ̄ifi(ȳ)p̄) +

m∑

j=1

(∇ūjgj(ȳ) +∇
2ūjgj(ȳ)p̄)

)

+
k∑

i=1

λ̄iρid
2(x̄, ȳ)+

m∑

j=1

ūj ρ̂jd
2(x̄, ȳ) (by the sublinearity of F ),

which on using (1) and F (x̄, ȳ; 0) = 0 gives

k∑

i=1

λ̄ifi(x̄)+
m∑

j=1

ūjgj(x̄)−
k∑

i=1

λ̄ifi(ȳ)−
m∑

j=1

ūjgj(ȳ)+
1

2
p̄T∇2

{
k∑

i=1

λ̄ifi(ȳ) +
m∑

j=1

ūjgj(ȳ)

}

p̄

>

(
k∑

i=1

λ̄iρi +
m∑

j=1

ūjρ̂j

)

d2(x̄, ȳ).

This inequality along with hypothesis (iii), ū ≧ 0 and g(x̄) ≦ 0 yields

k∑

i=1

λ̄ifi(x̄)−
k∑

i=1

λ̄ifi(ȳ)−
m∑

j=1

ūjgj(ȳ) +
1

2
p̄T∇2

{
k∑

i=1

λ̄ifi(ȳ) +
m∑

j=1

ūjgj(ȳ)

}

p̄ > 0,

a contradiction to hypothesis (i). Hence, x̄ = ȳ. 2

4. Mond-Weir type duality

In this section, we present the following Mond-Weir [13] type dual associated
to (P):

(MD) Maximize (f1(y)−
1

2
pT∇2f1(y)p, . . . , fk(y)−

1

2
pT∇2fk(y)p)

10
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subject to

k∑

i=1

(∇λifi(y) +∇
2λifi(y)p) +

m∑

j=1

(∇ujgj(y) +∇
2ujgj(y)p) = 0, (8)

ujgj(y)−
1

2
pT∇2ujgj(y)p ≧ 0, j ∈M, (9)

λ ≧ 0, (10)

k∑

i=1

λi = 1, (11)

u ≧ 0. (12)

Let U be the set of all feasible solutions of (MD). In this section and in
Section 5, fλ denotes the vector (λ1f1, λ2f2, . . . , λkfk) and gu denotes the vector
(u1g1, u2g2, . . . , umgm).

Theorem 4 (Weak duality). Suppose that for all x ∈ S and (y, u, λ, p) ∈ U ,

(i) fλ is second order (F, ᾱ, ρ̄, d)-V-pseudoconvex at y, and gu is second order
(F, α̃, ρ̃, d)-V-quasiconvex at y; and

(ii) ρ̄+ ρ̃ ≧ 0.

Then

fi(x) �< fi(y)−
1

2
pT∇2fi(y)p, i ∈ K. (13)

Proof. Since x ∈ S and (y, u, λ, p) ∈ U , we have

ujgj(x) ≦ 0 ≦ ujgj(y)−
1

2
pT∇2ujgj(y)p, j ∈M.

As α̃j(x, y) > 0, j ∈M , we get

m∑

j=1

α̃j(x, y)ujgj(x) ≦
m∑

j=1

α̃j(x, y)ujgj(y)−
1

2
pT∇2

m∑

j=1

α̃j(x, y)ujgj(y)p.

Using second order (F, α̃, ρ̃, d)-V-quasiconvexity of gu at y, we obtain

F

(

x, y;
m∑

j=1

(∇ujgj(y) +∇
2ujgj(y)p)

)

+ ρ̃d2(x, y) ≦ 0. (14)

11
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The equation (8) along with the sublinearity of F gives

F

(

x, y;
k∑

i=1

(∇λifi(y) +∇
2λifi(y)p)

)

+ F

(

x, y;
m∑

j=1

(∇ujgj(y) +∇
2ujgj(y)p)

)

≧ F

(

x, y;
k∑

i=1

(∇λifi(y) +∇
2λifi(y)p) +

m∑

j=1

(∇ujgj(y) +∇
2ujgj(y)p)

)

= 0. (15)

Inequalities (14), (15) and hypothesis (ii) imply

F

(

x, y;
k∑

i=1

(∇λifi(y) +∇
2λifi(y)p)

)

+ ρ̄d2(x, y) ≧ 0,

which by second order (F, ᾱ, ρ̄, d)-V-pseudoconvexity of fλ at y yields

k∑

i=1

ᾱi(x, y)λifi(x) ≧
k∑

i=1

ᾱi(x, y)λifi(y)−
1

2
pT∇2

k∑

i=1

ᾱi(x, y)λifi(y)p. (16)

Now suppose contrary to (13), i.e.,

fi(x) < fi(y)−
1

2
pT∇2fi(y)p, i ∈ K.

Using λ ≧ 0,
k∑

i=1

λi = 1, and ᾱi(x, y) > 0, i ∈ K, we get

k∑

i=1

ᾱi(x, y)λifi(x) <
k∑

i=1

ᾱi(x, y)λifi(y)−
1

2
pT∇2

k∑

i=1

ᾱi(x, y)λifi(y)p,

a contradiction to (16). Hence the theorem. 2

The proof of the following weak duality theorem is similar to that of Theorem
4, and hence is omitted.

Theorem 5 (Weak duality). Suppose that for all x ∈ S and (y, u, λ, p) ∈ U ,

(i) fλ is second order (F, α̃, ρ̃, d)-V-quasiconvex at y, and gu is strictly second
order (F, ᾱ, ρ̄, d)-V-pseudoconvex at y; and

(ii) ρ̃+ ρ̄ ≧ 0.

Then

fi(x) �< fi(y)−
1

2
pT∇2fi(y)p, i ∈ K.

12
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Since the proof of the strong duality theorem follows on the similar lines of
Theorem 2, we just state the theorem but omit the details of the proof.

Theorem 6 (Strong duality). Let x̄ be a weakly efficient solution of (P) at which the
Kuhn-Tucker constraint qualification is satisfied. Then there exist λ̄ ∈ Rk, ū ∈ Rm

and p̄ ∈ Rn such that (x̄, ū, λ̄, p̄ = 0) ∈ U and the corresponding objective values of
(P) and (MD) are equal. If, in addition, the hypotheses of weak duality (Theorem
4 or 5) hold, then (x̄, ū, λ̄, p̄ = 0) is a weakly efficient solution of (MD).

Theorem 7 (Strict converse duality). Let x̄ ∈ S and (ȳ, ū, λ̄, p̄) ∈ U such that

(i)
k∑

i=1

λ̄ifi(x̄) ≦
k∑

i=1

λ̄ifi(ȳ)−
1

2
p̄T∇2

k∑

i=1

λ̄ifi(ȳ)p̄;

(ii) f λ̄ is strictly second order (F, ᾱ, ρ̄, d)-V-pseudoconvex at ȳ with ᾱi(x̄, ȳ)
= δ(x̄, ȳ), i ∈ K and gū is second order (F, α̃, ρ̃, d)-V-quasiconvex at ȳ; and

(iii) ρ̄+ ρ̃ ≧ 0.

Then x̄ = ȳ.

Proof. We assume that x̄ �= ȳ and exhibit a contradiction. Since x̄ ∈ S and
(ȳ, ū, λ̄, p̄) ∈ U , we have

ūjgj(x̄) ≦ 0 ≦ ūjgj(ȳ)−
1

2
p̄T∇2ūjgj(ȳ)p̄, j ∈M.

By α̃j(x̄, ȳ) > 0, j ∈M , it follows that

m∑

j=1

α̃j(x̄, ȳ)ūjgj(x̄) ≦
m∑

j=1

α̃j(x̄, ȳ)ūjgj(ȳ)−
1

2
p̄T∇2

m∑

j=1

α̃j(x̄, ȳ)ūjgj(ȳ)p̄.

On using second order (F, α̃, ρ̃, d)-V-quasiconvexity of gū at ȳ, we get

F (x̄, ȳ;
m∑

j=1

(∇ūjgj(ȳ) +∇2ūjgj(ȳ)p̄)) + ρ̃d
2(x̄, ȳ) ≦ 0. (17)

Now from (8), (17), hypothesis (iii) and the sublinearity of F , we obtain

F (x̄, ȳ;
k∑

i=1

(∇λ̄ifi(ȳ) +∇2λ̄ifi(ȳ)p̄)) + ρ̄d
2(x̄, ȳ) ≧ 0.

The strict second order (F, ᾱ, ρ̄, d)-V-pseudoconvexity of f λ̄ at ȳ yields

k∑

i=1

ᾱi(x̄, ȳ)λ̄ifi(x̄) >
k∑

i=1

ᾱi(x̄, ȳ)λ̄ifi(ȳ)−
1

2
p̄T∇2

k∑

i=1

ᾱi(x̄, ȳ)λ̄ifi(ȳ)p̄.

13
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Since ᾱi(x̄, ȳ) = δ(x̄, ȳ), i ∈ K, we have

k∑

i=1

λ̄ifi(x̄) >
k∑

i=1

λ̄ifi(ȳ)−
1

2
p̄T∇2

k∑

i=1

λ̄ifi(ȳ)p̄,

a contradiction to hypothesis (i). Hence, x̄ = ȳ. 2

5. General Mond-Weir type duality

For (P), we present the following second order general Mond-Weir type dual:

(GD) Maximize

(

f1(y) +
∑

j∈J◦

ujgj(y)−
1

2
pT∇2(f1(y) +

∑

j∈J◦

ujgj(y))p,

. . . , fk(y) +
∑

j∈J◦

ujgj(y)−
1

2
pT∇2(fk(y) +

∑

j∈J◦

ujgj(y))p

)

subject to

k∑

i=1

(∇λifi(y) +∇
2λifi(y)p) +

m∑

j=1

(∇ujgj(y) +∇
2ujgj(y)p) = 0, (18)

ujgj(y)−
1

2
pT∇2ujgj(y)p ≧ 0, j ∈ Jβ, β = 1, 2, . . . , r, (19)

λ ≧ 0, (20)

k∑

i=1

λi = 1, (21)

u ≧ 0, (22)

where Jβ ⊆M, β = 0, 1, 2, . . . , r with
r⋃

β=0

Jβ =M and Jβ ∩ Jγ = ∅, if β �= γ.

Remark 3. Let Jβ = ∅. Then the dual (GD) reduces to Mangasarian type dual
considered in Section 3. If J◦ = ∅, then (GD) becomes Mond-Weir type dual dis-
cussed in Section 4.

Let Y be the set of all feasible solutions of (GD).

Theorem 8 (Weak duality). Suppose that for all x ∈ S and (y, u, λ, p) ∈ Y ,

(i) (λifi+uJ◦gJ◦)i∈K is second order (F, ᾱ, ρ̄, d)-V-pseudoconvex at y, and (ujgj)j∈Jβ ,
β = 1, 2, . . . , r is second order (F, α̃, ρ̃, d)-V-quasiconvex at y; and

(ii) ρ̄+
r∑

β=1

ρ̃β ≧ 0.

14
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Then

fi(x) �< fi(y) +
∑

j∈J◦

ujgj(y)−
1

2
pT∇2{fi(y) +

∑

j∈J◦

ujgj(y)}p, i ∈ K. (23)

Proof. Since x ∈ S and (y, u, λ, p) ∈ Y , we have

ujgj(x) ≦ 0 ≦ ujgj(y)−
1

2
pT∇2ujgj(y)p, j ∈ Jβ, β = 1, 2, . . . , r.

As α̃j(x, y) > 0, j ∈ Jβ, we get

∑

j∈Jβ

α̃j(x, y)ujgj(x) ≦
∑

j∈Jβ

α̃j(x, y)ujgj(y)−
1

2
pT∇2

∑

j∈Jβ

α̃j(x, y)ujgj(y)p, β = 1, 2, . . . , r.

The second order (F, α̃, ρ̃, d)-V-quasiconvexity of (ujgj)j∈Jβ , β = 1, 2, . . . , r at y im-
plies

F

(

x, y;
∑

j∈Jβ

(∇ujgj(y) +∇2ujgj(y)p)

)

+ ρ̃βd
2(x, y) ≦ 0, β = 1, 2, . . . , r. (24)

Inequality (24) along with (18), hypothesis (ii) and the sublinearity of F yields

F

(

x, y;
k∑

i=1

(∇λifi(y) +∇2λifi(y)p) +
∑

j∈J◦

(∇ujgj(y) +∇2ujgj(y)p)

)

+ ρ̄d2(x, y) ≧ 0.

On using second order (F, ᾱ, ρ̄, d)-V-pseudoconvexity of (λifi + uJ◦gJ◦)i∈K at y, we
obtain

k∑

i=1

ᾱi(x, y)

(

λifi(x) +
∑

j∈J◦

ujgj(x)

)

≧
k∑

i=1

ᾱi(x, y)

(

λifi(y) +
∑

j∈J◦

ujgj(y)

)

− 1

2
pT∇2

(
k∑

i=1

ᾱi(x, y)(λifi(y) +
∑

j∈J◦

ujgj(y))

)

p. (25)

Now, suppose contrary to the result that (23) cannot hold, then by u ≧ 0 and
g(x) ≦ 0, it follows that

fi(x) +
∑

j∈J◦

ujgj(x) < fi(y) +
∑

j∈J◦

ujgj(y)−
1

2
pT∇2{fi(y) +

∑

j∈J◦

ujgj(y)}p, i ∈ K.

Using (20), (21), ᾱi(x, y) > 0, i ∈ K and summing over i, we get

k∑

i=1

ᾱi(x, y)(λifi(x)+
∑

j∈J◦

ujgj(x)) <
k∑

i=1

ᾱi(x, y)(λifi(y)+
∑

j∈J◦

ujgj(y))

15
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− 1

2
pT∇2{

k∑

i=1

ᾱi(x, y)(λifi(y) +
∑

j∈J◦

ujgj(y))}p,

a contradiction to (25). This completes the proof. 2

The proof of the following strong duality theorem follows on the lines of Theo-
rem 2 and hence being omitted.

Theorem 9 (Strong duality). Let x̄ be a weakly efficient solution of (P) at which the
Kuhn-Tucker constraint qualification is satisfied. Then there exist λ̄ ∈ Rk, ū ∈ Rm

and p̄ ∈ Rn such that (x̄, ū, λ̄, p̄ = 0) ∈ Y and the corresponding objective values of
(P) and (GD) are equal. If, in addition, the hypotheses of weak duality (Theorem
8) hold, then (x̄, ū, λ̄, p̄ = 0) is a weakly efficient solution of (GD).

Theorem 10 (Strict converse duality). Let x̄ ∈ S and (ȳ, ū, λ̄, p̄) ∈ Y such that

(i)
k∑

i=1

λ̄ifi(x̄) ≦
k∑

i=1

λ̄ifi(ȳ) +
∑

j∈J◦

ūjgj(ȳ)−
1

2
p̄T∇2(fi(ȳ) +

∑

j∈J◦

ūjgj(ȳ))p̄;

(ii) (λ̄ifi+ ū
T
J◦
gJ◦)i∈K is strictly second order (F, ᾱ, ρ̄, d)-V-pseudoconvex at ȳ with

ᾱi(x̄, ȳ) = δ(x̄, ȳ), i ∈ K and (ūjgj)j∈Jβ , β = 1, 2, . . . , r is second order
(F, α̃, ρ̃, d)-V-quasiconvex at ȳ; and

(iii) ρ̄+
r∑

β=1

ρ̃β ≧ 0.

Then x̄ = ȳ.

Proof. We assume that x̄ �= ȳ and exhibit a contradiction. Since x̄ ∈ S and
(ȳ, ū, λ̄, p̄) ∈ Y , we have

ūjgj(x̄) ≦ 0 ≦ ūjgj(ȳ)−
1

2
p̄T∇2ūjgj(ȳ)p̄, j ∈ Jβ, β = 1, 2, . . . , r.

As α̃j(x̄, ȳ) > 0, j ∈ Jβ, it follows that

∑

j∈Jβ

α̃j(x̄, ȳ)ūjgj(x̄) ≦
∑

j∈Jβ

α̃j(x̄, ȳ)ūjgj(ȳ)−
1

2
p̄T∇2

∑

j∈Jβ

α̃j(x̄, ȳ)ūjgj(ȳ)p̄, β = 1, 2, . . . , r.

The second order (F, α̃, ρ̃, d)-V-quasiconvexity of (ūjgj)j∈Jβ , β = 1, 2, . . . , r at ȳ gives

F

(

x̄, ȳ;
∑

j∈Jβ

(∇ūjgj(ȳ) +∇2ūjgj(ȳ)p̄)

)

+ ρ̃βd
2(x̄, ȳ) ≦ 0. (26)

The inequality (26) along with (18), hypothesis (iii) and the sublinearity of F yields

F

(

x̄, ȳ;
k∑

i=1

(∇λ̄ifi(ȳ) +∇2λ̄ifi(ȳ)p̄) +
∑

j∈J◦

(∇ūjgj(ȳ) +∇2ūjgj(ȳ)p̄)

)

+ ρ̄d2(x̄, ȳ) ≧ 0.
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On using strict second order (F, ᾱ, ρ̄, d)-V-pseudoconvexity of (λ̄ifi + ū
T
J◦
gJ◦)i∈K at

ȳ, we obtain

k∑

i=1

ᾱi(x̄, ȳ)

(

λ̄ifi(x̄) +
∑

j∈J◦

ūjgj(x̄)

)

>
k∑

i=1

ᾱi(x̄, ȳ)

(

λ̄ifi(ȳ) +
∑

j∈J◦

ūjgj(ȳ)

)

− 1

2
p̄T∇2

(
k∑

i=1

ᾱi(x̄, ȳ)(λ̄ifi(ȳ) +
∑

j∈J◦

ūjgj(ȳ))

)

p̄,

which by the feasibility of x̄ for (P) gives

k∑

i=1

ᾱi(x̄, ȳ)λ̄ifi(x̄) >
k∑

i=1

ᾱi(x̄, ȳ)

(

λ̄ifi(ȳ) +
∑

j∈J◦

ūjgj(ȳ)

)

− 1

2
p̄T∇2

(
k∑

i=1

ᾱi(x̄, ȳ)(λ̄ifi(ȳ) +
∑

j∈J◦

ūjgj(ȳ))

)

p̄.

Since ᾱi(x̄, ȳ) = δ(x̄, ȳ), i ∈ K, we obtain

k∑

i=1

λ̄ifi(x̄) >
k∑

i=1

λ̄ifi(ȳ) +
∑

j∈J◦

ūjgj(ȳ)−
1

2
p̄T∇2

(
k∑

i=1

λ̄ifi(ȳ) +
∑

j∈J◦

ūjgj(ȳ)

)

p̄,

a contradiction to hypothesis (i). Hence, x̄ = ȳ. 2
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ON A FIFTH-ORDER DIFFERENCE EQUATION

STEVO STEVIĆ∗, JOSEF DIBLÍK, BRATISLAV IRIČANIN, AND ZDENĚK ŠMARDA

Abstract. We investigate the following difference equation

xn =
xn−3xn−4xn−5

xn−1xn−2(an + bnxn−3xn−4xn−5)
, n ∈ N0,

where (an)n∈N0
and (bn)n∈N0

are two real sequences and the initial values

x−5, . . . , x−1 are real numbers. The case when the sequences (an)n∈N0
and

(bn)n∈N0
are constant is thoroughly studied. Our results considerably extend

some results in the recent literature.

1. Introduction

There has been a great recent interest in nonlinear difference equations and
systems of difference equations (see, for example, [1]-[6], [8]-[14], [18]-[43] and the
references therein), and, among them, some renewed interest in the difference equa-
tions and systems which can be solved in closed form (see, for example, [1]-[4], [6],
[8], [19], [22], [23], [26], [27], [29]-[37], [39]-[43] and the related references therein).
For some classical methods for solving difference equations and systems see, for
example, [7], [16] and [17]. Many of the papers in the theory deal with difference
equations and systems which can be regarded as perturbations of solvable ones (see,
for example, [25] and [38]), so that their solutions are frequently compared with the
solutions of the solvable ones, or are connected with some other solvable equations
as it is the case in [21], [25] and [38]. This fact also shows the importance of solvable
difference equations and systems.

Among the papers in the area there are some which present formulas of some
particular difference equations and/or systems of difference equations which are
almost always proved by induction, but do not give any theoretical explanation
related to the presented formulas and how the equations/systems can be solved.
Paper [22] by S. Stević, in which a natural explanation is given for the formula
presented in [8], motivated numerous authors to re-attract their interest in difference
equations which can be solved in closed form. Various other explanations and
extensions of some results in the literature can be also found in papers [26], [36]
and [41].

It is said that the difference equation

xn = f(xn−1, . . . , xn−k), n ∈ N0,

where k ∈ N, is solvable in closed form if every solution can be written in terms of
the initial values x−k, . . . , x−1 and index n only.
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Paper [43] is one of the papers of above mentioned type. Namely, formulas for
solutions of the next four difference equations

xn+1 =
xn−2xn−3xn−4

xnxn−1(1 + xn−2xn−3xn−4)
, n ∈ N0, (1)

xn+1 =
xn−2xn−3xn−4

xnxn−1(1− xn−2xn−3xn−4)
, n ∈ N0, (2)

xn+1 =
xn−2xn−3xn−4

xnxn−1(−1 + xn−2xn−3xn−4)
, n ∈ N0, (3)

xn+1 =
xn−2xn−3xn−4

xnxn−1(−1− xn−2xn−3xn−4)
, n ∈ N0, (4)

are presented in [43] and for some of them are given sketches of the inductive proofs,
but there are no theoretical explanations for the formulas.

A natural problem is to extend the results in [43] and give theoretical explana-
tions for formulas presented therein.

Here, we will study the next difference equation

xn =
xn−3xn−4xn−5

xn−1xn−2(an + bnxn−3xn−4xn−5)
, n ∈ N0, (5)

where (an)n∈N0 and (bn)n∈N0 are real sequences and the initial values x−5, . . . , x−1

are real numbers, which is a natural extension of equations (1)-(4) (we shifted the
indices backward for one, since the equation in this form as well as the result might
look clearer).

To deal with equation (5) we essentially use the idea in [22], later exploited in
numerous papers, where a suitable change of variables is used so that the equation
therein is transformed into a solvable difference equation (see, for example, [1], [2],
[4], [19], [27], [29]-[31], [33]-[37], [39]-[42]).

Solution (xn)n≥−s, of the difference equation

xn = f(xn−1, . . . , xn−s), n ∈ N0, (6)

where f : Rs → R, s ∈ N, is called eventually periodic with period p, if there is an
n1 ≥ −s such that

xn+p = xn, for n ≥ n1.

It is called periodic with period p, if n1 = −s. For some results in this area see,
e.g. [5, 9, 10, 11, 12, 13, 14, 15, 18, 20, 24, 28] and the references therein.

Throughout the paper we use the following standard conventions

l∑
j=k

aj = 0, when k > l,

and
k−1∏
j=k

bj = 1,

where k and l are integers.

2. Formulas for well-defined solutions of equation (5)

Assume that (xn)n≥−5 is a solution of equation (5). If x−5 = 0 or x−4 = 0 or
x−3 = 0 and x−2 ̸= 0 ̸= x−1, then from (5) we see that x0 is or not defined (if
a0 = 0) or x0 = 0, and consequently x1 is not defined. If x−2 = 0 or x−1 = 0, then
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ON A FIFTH-ORDER DIFFERENCE EQUATION 3

from (5) we see that x0 is not defined. This means that if one of the initial values
x−j , j ∈ {1, . . . , 5} is equal to zero, then such a solution is not defined.

Now assume that xn0 = 0 for some n0 ∈ N0, that xi are defined when −5 ≤
i ≤ n0, and that n0 is the smallest index for which a member of the solution is
equal to zero. Then, from (5) we see that xn0−3 = 0 or xn0−4 = 0 or xn0−5 = 0,
which along with (5) would imply respectively that xn0−2 if n0 ≥ 2 is not defined,
or xn0−3 if n0 ≥ 3 is not defined, or xn0−4 if n0 ≥ 4 is not defined, which would be
a contradiction with the fact that xn are defined for −5 ≤ n ≤ n0.

If n0 = 2, then we have that x−1 = 0 or x−2 = 0 or x−3 = 0, if n0 = 1, then
we have that x−2 = 0 or x−3 = 0 or x−4 = 0, while if n0 = 0, then we have that
x−3 = 0 or x−4 = 0 or x−5 = 0. So, in these three cases we have that at least one
of the initial values is equal to zero, and consequently by previous considerations
such solutions are not defined.

If n0 = 3, then from (5) we have that x0 = 0 or x−1 = 0 or x−2 = 0. If x−1 = 0
or x−2 = 0, then x0 is not defined, while the case x0 = 0 has been previously
considered.

If n0 = 4, then from (5) we have that x1 = 0 or x0 = 0 or x−1 = 0. If x−1 = 0,
then x0 is not defined, while the cases x1 = 0 or x0 = 0 have been previously
considered. Thus, according to all above mentioned such solutions are not defined.

Hence of some interest are solutions for which

x−j ̸= 0, j ∈ {1, . . . , 5},
since for them it must be

xn ̸= 0, n ≥ −5. (7)

Now assume that (xn)n≥−5 is a well-defined solution of equation (5). By previous
considerations we have that (7) holds, so that for every well-defined solution we can
use the following change of variables

yn =
1

xnxn−1xn−2
, n ≥ −3, (8)

which transforms equation (5) into the following linear third-order difference equa-
tion

yn = anyn−3 + bn, n ∈ N0. (9)

Now note that every integer n ≥ −3 can be written in the following form n =
3m + i, for some m ≥ −1 and i ∈ {0, 1, 2}. Hence, equation (9) can be written in
the next form

y3m+i = a3m+iy3(m−1)+i + b3m+i, m ∈ N0, (10)

where i ∈ {0, 1, 2}.
This means that the sequences (y3m+i)m≥−1, i ∈ {0, 1, 2}, are solutions of the

following three linear first order difference equations

zm = a3m+izm−1 + b3m+i, m ∈ N0, (11)

i ∈ {0, 1, 2}.
The linear first order difference equation is solved in closed form and by using

well-known formula for its solution we have that

y3m+i = yi−3

m∏
j=0

a3j+i +

m∑
l=0

b3l+i

m∏
j=l+1

a3j+i, m ∈ N0, (12)
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i ∈ {0, 1, 2}. This formula can be easily obtained, for example, if we multiply the
next equalities

y3l+i = a3l+iy3(l−1)+i + b3l+i,

by
∏m
j=l+1 a3j+i, l = 0, 1, . . . ,m, and sum up such obtained equalities ([17]).

Now we find formulas for well-defined solutions of equation (5). From (8) with
n = 3m+ i, we have that

x3m+i =
1

y3m+ix3m+i−1x3m+i−2

=
x3m+i−3

y3m+ix3m+i−1x3m+i−2x3m+i−3
=
y3m+i−1

y3m+i
x3(m−1)+i. (13)

By repeating use of (13) we obtain

x3m = x−3

m∏
s=0

y3s−1

y3s
, m ≥ −1, (14)

and

x3m+i = xi−6

m∏
s=−1

y3s+i−1

y3s+i
, m ≥ −1, (15)

for i ∈ {1, 2}.
Using formula (12) in (14) and (15) we obtain formulas for general solution of

equation (5)

x3m = x−3

m∏
s=0

y3(s−1)+2

y3s

= x−3

m∏
s=0

y−1

∏s−1
j=0 a3j+2 +

∑s−1
l=0 b3l+2

∏s−1
j=l+1 a3j+2

y−3

∏s
j=0 a3j +

∑s
l=0 b3l

∏s
j=l+1 a3j

= x−3

m∏
s=0

(x−1x−2x−3)
−1
∏s−1
j=0 a3j+2 +

∑s−1
l=0 b3l+2

∏s−1
j=l+1 a3j+2

(x−3x−4x−5)−1
∏s
j=0 a3j +

∑s
l=0 b3l

∏s
j=l+1 a3j

, (16)

m ≥ −1, and

x3m+i = xi−6

m∏
s=−1

y3s+i−1

y3s+i

= xi−6

m∏
s=−1

yi−4

∏s
j=0 a3j+i−1 +

∑s
l=0 b3l+i−1

∏s
j=l+1 a3j+i−1

yi−3

∏s
j=0 a3j+i +

∑s
l=0 b3l+i

∏s
j=l+1 a3j+i

= xi−6

m∏
s=−1

(xi−4xi−5xi−6)
−1
∏s
j=0 a3j+i−1 +

∑s
l=0 b3l+i−1

∏s
j=l+1 a3j+i−1

(xi−3xi−4xi−5)−1
∏s
j=0 a3j+i +

∑s
l=0 b3l+i

∏s
j=l+1 a3j+i

,

(17)

for m ≥ −1 and for i ∈ {1, 2}.
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ON A FIFTH-ORDER DIFFERENCE EQUATION 5

3. Case when sequences an and bn are constant

In this section we consider the case when the sequences (an)n∈N0 and (bn)n∈N0

are constant, that is, when

an = a, bn = b, n ∈ N0.

In this case equation (5) becomes

xn =
xn−3xn−4xn−5

xn−1xn−2(a+ bxn−3xn−4xn−5)
, n ∈ N0. (18)

By using formulas (16) and (17) in this case we obtain

x3m = x−3

m∏
s=0

(x−1x−2x−3)
−1
∏s−1
j=0 a+

∑s−1
l=0 b

∏s−1
j=l+1 a

(x−3x−4x−5)−1
∏s
j=0 a+

∑s
l=0 b

∏s
j=l+1 a

= x−3

m∏
s=0

(x−1x−2x−3)
−1as + b

∑s−1
l=0 a

s−l−1

(x−3x−4x−5)−1as+1 + b
∑s
l=0 a

s−l , (19)

m ≥ −1, and

x3m+i = xi−6

m∏
s=−1

(xi−4xi−5xi−6)
−1
∏s
j=0 a+

∑s
l=0 b

∏s
j=l+1 a

(xi−3xi−4xi−5)−1
∏s
j=0 a+

∑s
l=0 b

∏s
j=l+1 a

= xi−6

m∏
s=−1

(xi−4xi−5xi−6)
−1as+1 + b

∑s
l=0 a

s−l

(xi−3xi−4xi−5)−1as+1 + b
∑s
l=0 a

s−l , (20)

for m ≥ −1 and for i ∈ {1, 2}.
We have now two cases.

3.1. Case a ̸= 1. In this case formulas (19) and (20) become

x3m = x−3

m∏
s=0

(x−1x−2x−3)
−1as + b

∑s−1
l=0 a

s−l−1

(x−3x−4x−5)−1as+1 + b
∑s
l=0 a

s−l

= x−3

m∏
s=0

(x−1x−2x−3)
−1as(1− a) + b(1− as)

(x−3x−4x−5)−1as+1(1− a) + b(1− as+1)

= x−3

m∏
s=0

as((1− a)(x−1x−2x−3)
−1 − b) + b

as+1((1− a)(x−3x−4x−5)−1 − b) + b
, (21)

m ≥ −1, and

x3m+i = xi−6

m∏
s=−1

(xi−4xi−5xi−6)
−1as+1 + b

∑s
l=0 a

s−l

(xi−3xi−4xi−5)−1as+1 + b
∑s
l=0 a

s−l

= xi−6

m∏
s=−1

(xi−4xi−5xi−6)
−1as+1(1− a) + b(1− as+1)

(xi−3xi−4xi−5)−1as+1(1− a) + b(1− as+1)

= xi−6

m∏
s=−1

as+1((1− a)(xi−4xi−5xi−6)
−1 − b) + b

as+1((1− a)(xi−3xi−4xi−5)−1 − b) + b
, (22)

for m ≥ −1 and for i ∈ {1, 2}.
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3.2. Case a = 1. In this case formulas (19) and (20) become

x3m = x−3

m∏
s=0

(x−1x−2x−3)
−1 + bs

(x−3x−4x−5)−1 + b(s+ 1)
, (23)

m ≥ −1, and

x3m+i = xi−6

m∏
s=−1

(xi−4xi−5xi−6)
−1 + b(s+ 1)

(xi−3xi−4xi−5)−1 + b(s+ 1)
, (24)

for m ≥ −1 and for i ∈ {1, 2}.

3.3. Asymptotic behavior of solutions of equation (18). Here we study the
asymptotic behavior of well-defined solutions of equation (18). Prior to stating
and proving our results we introduce some quantities which will be used in the
statements of the results.

Set

L0 =
(1− a)(x−1x−2x−3)

−1 − b

a((1− a)(x−3x−4x−5)−1 − b)
,

Li =
(1− a)(xi−4xi−5xi−6)

−1 − b

(1− a)(xi−3xi−4xi−5)−1 − b
,

where i = 1, 2, and set

K0 =
1

x−1x−2x−3b
− 1

x−3x−4x−5b
− 1,

Ki =
1

b

(
1

xi−4xi−5xi−6
− 1

xi−3xi−4xi−5

)
,

where i = 1, 2.

Our first result considers the case |a| > 1, b ̸= 0.

Theorem 1. Assume that |a| > 1, b ̸= 0, and (xn)n≥−5 is a well-defined solution
of equation (18). Then the following statements are true.

(a) If |L0| < 1, then x3m → 0 as m→ +∞.
(b) If |L0| > 1, then |x3m| → +∞ as m→ +∞.
(c) If L0 = 1, then the sequence (x3m)m≥−1 is constant.
(d) If L0 = −1, then the sequences (x6m)m∈N0 and (x6m+3)m≥−1 are convergent.
(e) If |Li| < 1, for some i ∈ {1, 2}, then x3m+i → 0 as m→ +∞.
(f) If |Li| > 1, for some i ∈ {1, 2}, then |x3m+i| → +∞ as m→ +∞.
(g) If Li = 1, for some i ∈ {1, 2}, then the sequence (x3m+i)m≥−2 is constant.
(h) If Li = −1, for some i ∈ {1, 2}, then the sequences (x6m+i)m≥−1 and (x6m+3+i)m≥−1

are convergent.

Proof. (a), (b) Let

ps =
as((1− a)(x−1x−2x−3)

−1 − b) + b

as+1((1− a)(x−3x−4x−5)−1 − b) + b
. (25)

Then we have

lim
s→+∞

ps = lim
s→+∞

((1− a)(x−1x−2x−3)
−1 − b)/a+ b

as+1

(1− a)(x−3x−4x−5)−1 − b+ b
as+1

= L0. (26)
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ON A FIFTH-ORDER DIFFERENCE EQUATION 7

From (21) and (26), these two statements easily follow.
(c) In this case, we have that

ps =
((1− a)(x−1x−2x−3)

−1 − b)/a+ b
as+1

(1− a)(x−3x−4x−5)−1 − b+ b
as+1

= 1, s ∈ N0. (27)

From (21) and (27) the result easily follows.
(d) Since L0 = −1, and by using the asymptotic relation

1

1 + x
= 1− x+O(x2), (28)

when x is close to the origin, we have that

ps =−
(1− a)(x−3x−4x−5)

−1 − b− b
as+1

(1− a)(x−3x−4x−5)−1 − b+ b
as+1

=−
(
1− b

as+1((1− a)(x−3x−4x−5)−1 − b)

)
×
(
1− b

as+1((1− a)(x−3x−4x−5)−1 − b)
+O

( 1

a2s

))
=−

(
1 +O

( 1

as

))
, (29)

for large enough s. From (21), (29), the assumption |a| > 1, and by a known
criterion for the convergence of products the result easily follows.

(e), (f) Let

qis =
as+1((1− a)(xi−4xi−5xi−6)

−1 − b) + b

as+1((1− a)(xi−3xi−4xi−5)−1 − b) + b
, i = 1, 2. (30)

Then we have

lim
s→+∞

qis = lim
s→+∞

(1− a)(xi−4xi−5xi−6)
−1 − b+ b

as+1

(1− a)(xi−3xi−4xi−5)−1 − b+ b
as+1

= Li, i = 1, 2. (31)

From (22) and (31), these two statements easily follow.
(g) In this case we have that

qis =
(1− a)(xi−4xi−5xi−6)

−1 − b+ b
as+1

(1− a)(xi−3xi−4xi−5)−1 − b+ b
as+1

= 1, s ∈ N0. (32)

From (22) and (32) the result easily follows.
(h) Since Li = −1 and by using (28), we have that

qis =−
(1− a)(xi−3xi−4xi−5)

−1 − b− b
as+1

(1− a)(xi−3xi−4xi−5)−1 − b+ b
as+1

=−
(
1− b

as+1((1− a)(xi−3xi−4xi−5)−1 − b)

)
×
(
1− b

as+1((1− a)(xi−3xi−4xi−5)−1 − b)
+O

( 1

a2s

))
=−

(
1 +O

( 1

as

))
, (33)

for large enough s. From (22), (33), the assumption |a| > 1, and by a known
criterion for the convergence of products the result easily follows. �
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Now we consider the case |a| < 1, b ̸= 0.

Theorem 2. Assume that |a| < 1, b ̸= 0, and (xn)n≥−5 is a well-defined solution
of equation (18). Then the sequences (x3m+i)m≥−1, i ∈ {0, 1, 2}, are convergent.

Proof. From (25) and (28), we have

ps =
1 + as((1− a)(x−1x−2x−3)

−1 − b)/b

1 + as+1((1− a)(x−3x−4x−5)−1 − b)/b

=(1 + as((1− a)(x−1x−2x−3)
−1 − b)/b)

× (1− as+1((1− a)(x−3x−4x−5)
−1 − b)/b+O(a2s))

=1 +O(as), (34)

for large enough s, while from (30) and by using (28), we have

qis =
1 + as+1((1− a)(xi−4xi−5xi−6)

−1 − b)/b

1 + as+1((1− a)(xi−3xi−4xi−5)−1 − b)/b

=(1 + as+1((1− a)(xi−4xi−5xi−6)
−1 − b)/b)

× (1− as+1((1− a)(xi−3xi−4xi−5)
−1 − b)/b+O(a2s))

=1 +O(as), (35)

for large enough s and i ∈ {1, 2}. From (21), (22), (34), (35), the assumption
|a| < 1, and by a known criterion for the convergence of products we have that the
sequences (x3m+i)m≥−1, i ∈ {0, 1, 2}, are convergent. �

Now we consider the case a = 1, b ̸= 0.

Theorem 3. Assume that a = 1, b ̸= 0, and (xn)n≥−5 is a well-defined solution of
equation (18). Then the following statements are true.

(a) If a = 1 and K0 < 0, then x3m → 0 as m→ +∞.
(b) If a = 1 and K0 > 0, then |x3m| → +∞ as m→ +∞.
(c) If a = 1 and K0 = 0, then the sequence (x3m)m≥−1 is constant.
(d) If a = 1 and Ki < 0, for some i ∈ {1, 2}, then x3m+i → 0 as m→ +∞.
(e) If a = 1 and Ki > 0, for some i ∈ {1, 2}, then |x3m+i| → +∞ as m→ +∞.
(f) If a = 1 and Ki = 0, for some i ∈ {1, 2}, then the sequence (x3m+i)m≥−1 is

constant.

Proof. (a), (b) Let

rs =
(x−1x−2x−3)

−1 + bs

(x−3x−4x−5)−1 + b+ bs
. (36)

From (36) and by using (28) we have that

rs =
1 + 1

bx−1x−2x−3s

1 + (bx−3x−4x−5)−1+1
s

=

(
1 +

1

bx−1x−2x−3s

)(
1− (bx−3x−4x−5)

−1 + 1

s
+O

( 1

s2

))
=1 +

K0

s
+O

( 1

s2

)
, (37)
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for large enough s. From (23) and (37), and known criteria for the convergence of
products, these two statements easily follow.

(c) Note that in this case rs = 1, s ∈ N0, from which the result follows.
(d), (e) Let

ris =
(xi−4xi−5xi−6)

−1 + b+ bs

(xi−3xi−4xi−5)−1 + b+ bs
, i = 1, 2. (38)

From (38) and by using (28) we have that

ris =
1 + (bxi−4xi−5xi−6)

−1+1
s

1 + (bxi−3xi−4xi−5)−1+1
s

=

(
1 +

(bxi−4xi−5xi−6)
−1 + 1

s

)(
1− (bxi−3xi−4xi−5)

−1 + 1

s
+O

( 1

s2

))
=1 +

Ki

s
+O

( 1

s2

)
, (39)

for large enough s and i ∈ {1, 2}. From (24) and (39), and known criteria for the
convergence of products, these two statements easily follow.

(f) Note that in this case ris = 1, i = 1, 2, s ∈ N0, from which the result
follows. �

If a = −1 and b ̸= 0, then from (21) and (22), we have that

x3m = x−3

m∏
s=0

(−1)s(2(x−1x−2x−3)
−1 − b) + b

(−1)s+1(2(x−3x−4x−5)−1 − b) + b
, m ≥ −1, (40)

and

x3m+i = xi−6

m∏
s=−1

(−1)s+1(2(xi−4xi−5xi−6)
−1 − b) + b

(−1)s+1(2(xi−3xi−4xi−5)−1 − b) + b
, m ≥ −1, (41)

for some i ∈ {1, 2}.
Hence, by using formulas (40) and (41) we have that

x6m = x−3
(x−1x−2x−3)

−1

b− (x−3x−4x−5)−1

(
(x−1x−2x−3)

−1(b− (x−1x−2x−3)
−1)

(x−3x−4x−5)−1(b− (x−3x−4x−5)−1)

)m
,

(42)

x6m+3 = x−3

(
(x−1x−2x−3)

−1(b− (x−1x−2x−3)
−1)

(x−3x−4x−5)−1(b− (x−3x−4x−5)−1)

)m+1

, (43)

x6m+i = xi−6

(
(xi−4xi−5xi−6)

−1(b− (xi−4xi−5xi−6)
−1)

(xi−3xi−4xi−5)−1(b− (xi−3xi−4xi−5)−1)

)m+1

, (44)

x6m+3+i = xi−3

(
(xi−4xi−5xi−6)

−1(b− (xi−4xi−5xi−6)
−1)

(xi−3xi−4xi−5)−1(b− (xi−3xi−4xi−5)−1)

)m+1

, (45)

for i ∈ {1, 2}.
From (42)-(45) it is not difficult to describe the asymptotic behavior of well-

defined solutions of equation (18) for the case a = −1, in terms of the quantities

N0 :=
(x−1x−2x−3)

−1(b− (x−1x−2x−3)
−1)

(x−3x−4x−5)−1(b− (x−3x−4x−5)−1)
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and

Ni :=
(xi−4xi−5xi−6)

−1(b− (xi−4xi−5xi−6)
−1)

(xi−3xi−4xi−5)−1(b− (xi−3xi−4xi−5)−1)
, i = 1, 2.

Namely, it is easy to see that the following result holds.

Theorem 4. Assume that a = −1, b ̸= 0, and (xn)n≥−5 is a well-defined solution
of equation (18). Then the following statements are true.

(a) If |Ni| < 1 for some i ∈ {0, 1, 2}, then x6m+3j+i → 0, j = 0, 1, as m→ +∞.
(b) If |Ni| > 1 for some i ∈ {0, 1, 2}, then |x6m+3j+i| → +∞, j = 0, 1, as m →

+∞.
(c) If Ni = 1 for some i ∈ {0, 1, 2}, then the sequences (x6m+3j+i)m≥−1, j = 0, 1,

are constant.
(d) If Ni = −1 for some i ∈ {0, 1, 2}, then the sequences (x6m+3j+i)m≥−1, j = 0, 1,

are two-periodic.

Now we consider the case a ̸= 0, b = 0. In this case equation (18) becomes

xn =
xn−3xn−4xn−5

xn−1xn−2a
, n ∈ N0, (46)

and formulas (21)-(24) also hold. Hence for a ∈ R \ {0}, we have

x3m = x−3

(
x−4x−5

ax−1x−2

)m+1

, (47)

m ≥ −1, and

x3m+i = xi−3

(
xi−3

xi−6

)m+1

, (48)

for m ≥ −1 and for i ∈ {1, 2}.
Let

L3 :=
x−4x−5

ax−1x−2
and L3+i :=

xi−3

xi−6
, i ∈ {1, 2}.

By using formulas (47) and (48) it is easy to see that the following result holds.
We omit the proof.

Theorem 5. Assume that a ̸= 0, b = 0, and (xn)n≥−5 is a well-defined solution of
equation (18). Then the following statements are true.

(a) If |L3+i| < 1, for some i ∈ {0, 1, 2}, then x3m+i → 0 as m→ +∞.
(b) If |L3+i| > 1, for some i ∈ {0, 1, 2}, then |x3m+i| → ∞ as m→ +∞.
(c) If L3+i = 1, for some i ∈ {0, 1, 2}, then the sequence (x3m+i)m≥−2 is constant.
(d) If L3+i = −1, for some i ∈ {0, 1, 2}, then the sequence (x3m+i)m≥−2 is two-

periodic.
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4. Domain of undefinable solutions of equation (5)

In Section 2 we proved that solutions of equation (5) for which is x−j = 0 for some
j ∈ {1, 2, 3, 4, 5} are not defined. The set of all such initial values is characterized
here.

Definition 1. ([32]) Consider the difference equation

xn = f(xn−1, . . . , xn−s, n), n ∈ N0, (49)

where s ∈ N, and x−i ∈ R, i = 1, s. The string of numbers x−s, . . . , x−1, x0, . . . , xn0

where n0 ≥ −1, is called an undefined solution of equation (49) if

xj = f(xj−1, . . . , xj−s, j)

for 0 ≤ j < n0 + 1, and xn0+1 is not defined number, that is, the quantity
f(xn0 , . . . , xn0−s+1, n0 + 1) is not defined.

The set of all initial values x−s, . . . , x−1 which generate undefined solutions of
equation (49) is called domain of undefinable solutions of the equation.

The next result characterizes the domain of undefinable solutions of equation (5)
for the case an ̸= 0, bn ̸= 0, n ∈ N0.

Theorem 6. Assume that an ̸= 0, bn ̸= 0, n ∈ N0. Then the domain of undefinable
solutions of equation (5) is the following set

U =
∪

m∈N0

2∪
i=0

{
(x−5, . . . , x−1) ∈ R5 : xi−3xi−4xi−5 =

1

cm
, when cm := −

m∑
j=0

b3j+i

a3j+i

j−1∏
l=0

1

a3l+i
̸= 0

}
∪ 5∪

j=1

{
(x−5, . . . , x−1) ∈ R5 : x−j = 0

}
. (50)

Proof. As we have already mentioned the set

5∪
j=1

{
(x−5, . . . , x−1) ∈ R5 : x−j = 0

}
,

belongs to the domain of undefinable solutions of equation (5).
Now we will consider the case when x−j ̸= 0, j = 1, 5 (i.e. xn ̸= 0 for every

n ≥ −5). Such a solution (xn)n≥−5 is not defined if

xn−3xn−4xn−5 = −an
bn

(51)

for some n ∈ N0.
Since the change of variables (8) implies that equation (5) is transformed to the

equations in (10), this along with (51) implies that the solution is not defined if

y3(m−1)+i = − b3m+i

a3m+i
(52)

for some m ∈ N0 and i ∈ {0, 1, 2}.
Set

f3m+i(t) := a3m+it+ b3m+i, m ∈ N0, i ∈ {0, 1, 2}.
Then f−1

3m+i(t) = (t− b3m+i)/a3m+i, m ∈ N0, i ∈ {0, 1, 2}, so that

f−1
3m+i(0) = − b3m+i

a3m+i
, m ∈ N0, i ∈ {0, 1, 2}. (53)
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Now write equations in (10) as

y3m+i = f3m+i(y3(m−1)+i), m ∈ N0,

for i ∈ {0, 1, 2}.
Then, we have

y3m+i = f3m+i ◦ f3(m−1)+i ◦ · · · ◦ fi(yi−3), m ∈ N0, i ∈ {0, 1, 2}. (54)

From (53) and (54) we have that (52) holds for some m ∈ N0, i ∈ {0, 1, 2}, if
and only if

yi−3 = f−1
i ◦ · · · ◦ f−1

3m+i(0),

that is,

yi−3 = −
m∑
j=0

b3j+i
a3j+i

j−1∏
l=0

1

a3l+i
,

for some m ∈ N0 and i ∈ {0, 1, 2}, which along with the relations

yi−3 =
1

xi−3xi−4xi−5
, i ∈ {0, 1, 2},

implies that the first union in (50) belongs to the domain of undefinable solutions
too, as desired. �
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[37] S. Stević, M. A. Alghamdi, A. Alotaibi and N. Shahzad, On a higher-order system of difference

equations, Electron. J. Qual. Theory Differ. Equ. Article No. 47, (2013), 18 pages.
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Abstract. We prove the existence of the common fixed point for three

asymptotically nonexpensive mappings defined on a A-uniformly convex

metric space. A three-step iterative scheme is constructed which converges

to the common fixed point. We also generalize the results of several authors.

2010 Mathematics Subject Classification: 47H10, 47J25.

Key words and phrases: Iterative schemes, asymptotically nonexpansive

mappings, A-uniformly convex metric spaces.

1. Introduction

It is well known that the parallelogram law distinguishes the Hilbert spaces

from the general Banach spaces. Recently many authors have introduced the

idea for solving problems in Banach spaces by establishing identities and in-

equalities analogous to the parallelogram law (see for example [9, 20]).

In 1965, the Banach contraction principle was extended to nonexpansive

mappings by Browder [3], Goehde [7] and Kirk [10]. In [10], Kirk proved that

∗ Corresponding author.
1
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there exists a k-Lipschitzian map which has no fixed point. Goebel and Kirk [6]

introduced the notion of asymptotically nonexpansive mappings and obtained

a generalization of the results obtained in [3, 7, 10]. Afterwards Takahahashi

[20] introduced the notion of convexity in metric spaces. Subsequently, Ćirić

[5], Guay et al. [8], Shimizu and Takahashi [15] and many other authors have

studied fixed point theorems on convex metric spaces. Shimizu and Takahashi

[16] introduced the concept of uniform convexity in convex metric spaces and

studied its properties.

Definition 1.1. ([18]) Let (X, d) be a metric space. A mapping W : X ×

X × [0, 1] → X is said to be a convex structure on X if for each (x, y, λ) ∈

X × X × [0, 1] and u ∈ X,

d(u, W (x, y, λ)) ≤ λd(u, x) + (1 − λ)d(u, y).

The metric space X together with W is called a convex metric space.

Definition 1.2. Let X be a convex metric space. A nonempty subset A of X

is said to be convex if W (x, y, λ) ∈ A whenever (x, y, λ) ∈ A × A × [0, 1].

Takahashi [18] has shown that open spheres B(x, r) = {y ∈ X : d(x, y) < r}

and closed spheres B(x, r) = {y ∈ X : d(x, y) ≤ r} are convex. All normed

spaces and their convex subsets are convex metric spaces. But there are many

examples of convex metric spaces which are not embedded in any normed space

(see Takahashi [18]).

Recently, Beg [1] introduced and studied the notion of 2-uniformly convex

metric spaces.

Definition 1.3. ([1]) A convex metric space X is said to have property (B)

if it satisfies d(W (x, a, α), W (y, a, α)) = αd(x, y). Taking x = a, property (B)

implies αd(x, y) = W (y, a, α).

Definition 1.4. ([1]) A convex complete metric space X is said to be uniformly

convex if for all x, y, a ∈ X,

[d (a, W (x, y, 1/2))]2

≤
1

2

(

1 − δ

(

d(x, y)

max {d(a, x), d(a, y)}

))

(

[d(a, x)]2 + [d(a, y)]2
)

,

where the function δ is a strictly increasing function on the set of strictly

positive numbers and δ(0) = 0.
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Remark 1.5. ([1]) Uniformly convex Banach spaces are uniformly convex

metric spaces.

Definition 1.6. ([1]) A uniformly convex metric space X is said to be 2-

uniformly convex if there exists a constant c > 0 such that δ(ε) ≥ cε2.

Definition 1.7. (1) Let A be a nonempty subset of a metric space X. A

mapping T : A → A is said to be asymptotically nonexpansive [6] if there

exists a sequence {kn} ⊂ [1,∞) with
∑∞

n=1
(kn − 1) < +∞ such that

d(T nx, T ny) ≤ knd(x, y) for all x, y ∈ A, n ≥ 1.

(2) T is said to be uniformly L-Lipschitzian with a Lipschitzian constant

L ≥ 1, i.e., there exists a constant L ≥ 1 such that

d(T nx, T ny) ≤ Ld(x, y) for all x, y ∈ A, n ≥ 1.

This is a class of mapping introduced by Goebel and Kirk [6], where it is

shown that if A is a nonempty bounded closed convex subset of a uniformly

convex Banach space and T : A → A is asymptotically nonexpansive, then T

has a fixed point and, moreover, the set F (T ) of fixed points of T is closed and

convex.

Remark 1.8. As an application of the Lagrange mean value theorem, we can

see that

tq − 1 ≤ qtq(t − 1)

for t ≥ 1 and q > 1. This together with
∑∞

n=1
(kn − 1) < +∞ implies that

∑∞

n=1
(kq

n − 1) < +∞.

Theorem 1.9. ([16, Theorem 1]) If (X, d) is uniformly convex complete met-

ric space then every decreasing sequence of nonempty closed bounded convex

subsets of X has nonempty intersection.

Definition 1.10. Let (X, d) be a metric space and Y be a topological space.

A mapping T : X → X is said to be completely continuous if the image of each

bounded set in X is contained in a compact subset of Y.

In [1, 2], Beg proved the following remarkable results.

Theorem 1.11. Let (X, d) be a uniformly convex metric space having property

(B). Then X is 2-unformly convex if and only if there exists a number c > 0

such that

2 [d (a, W (x, y, 1/2))]
2
+ c [d(x, y)]

2
≤ [d(a, x)]

2
+ [d(a, y)]

2
(1.1)
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for all a, x, y ∈ X.

Theorem 1.12. Let A be a nonempty closed bounded convex subset of a uni-

formly convex complete metric space (X, d) and T : A → A be an asymptoti-

cally nonexpansive mapping. Then T has a fixed point.

Theorem 1.13. Let (X, d) be a convex metric space and A be a nonempty

convex subset of X. Let L > 0 and T : A → A be uniformly L-Lipschitzian.

For x1 ∈ A. Define

yn = W (T nxn, xn, 1/2), xn+1 = W (T nyn, xn, 1/2)

and set cn = d(T nxn, xn) for all n ∈ N. Then

d(xn, T xn) ≤ cn + cn−1(L + 3L2 + 2L3)

for all n ∈ N.

Theorem 1.14. Let (X, d) be a 2-uniformly convex metric space having prop-

erty (B), A be a nonempty closed bounded convex subset of X and T : A → A be

asymptotically nonexpansive with sequence {kn} ∈ [1, +∞)N and
∑∞

n=1
(k2

n − 1)

< +∞. Let x1 ∈ A and xn+1 = W (T nxn, xn, 1/2) for all n ∈ N.

Then limn→∞ d(xn, T xn) = 0.

Theorem 1.15. Let (X, d) be 2-uniformly convex metric space having property

(B), A be a nonempty closed bounded convex subset of X and T : A → A

be completely continuous asymptotically nonexpansive mapping with sequence

{kn} ∈ [1, +∞)N and
∑∞

n=1
(k2

n − 1) < +∞.

Let x1 ∈ A and xn+1 = W (T nxn, xn,
1

/
2) for all n ∈ N. Then {xn} converges

to some fixed point of T.

In [12], Rafiq introduced the notion of A-uniformly convex metric space

defined as follows:

Definition 1.16. A convex complete metric space X is said to be A-uniformly

convex if for all x, y, a ∈ X,

[d (a, W (x, y, λ))]
2
≤ max{λ, 1 − λ}

(

1 − δ

(

d(x, y)

max {d(a, x), d(a, y)}

))

×
(

[d(a, x)]2 + [d(a, y)]2
)

,

(1.2)

where the function δ is a strictly increasing function on the set of strictly

positive numbers and δ(0) = 0.
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Remark 1.17. 1. The inequality (1.2) can be easily proved in a Hilbert space

H using the well known identity [9]

‖λx + (1 − λ)y‖2 = λ ‖x‖2 + (1 − λ) ‖y‖2 − λ(1 − λ) ‖x − y‖2

for all x, y ∈ H.

2. For λ = 1/2 in (1.2), we get the inequality (1.1).

3. Uniformly convex Banach spaces are A-uniformly convex metric spaces.

Definition 1.18. ([12]) The A-uniformly convex metric space X is said to be

(2,A)-uniformly convex if there exists a constant c > 0 such that δ(ε) ≥ cε2.

The purpose of this paper is to generalize the results of [2, 4, 6, 11, 13,

14, 17, 19, 21] and construct a three-step iterative scheme, convergent to the

common fixed point, for three asymptotically nonexpansive mappings defined

on a A-uniformly convex metric space.

2. Main Results

In the sequel, we will need the following results.

The following lemma is now well known.

Lemma 2.1. Let {an} and {bn} be sequences of non-negative real numbers

such that an+1 ≤ (1 + bn) an for all n ≥ 1 and
∑

∞

n=1
bn < ∞. Then limn→∞ an

exists.

Theorem 2.2. ([2, 12]) Let A be a nonempty closed convex subset of a uni-

formly convex complete metric space (X, d) and T : A → A be an asymptoti-

cally nonexpansive mapping. Then the set F (T ) of fixed points of T is closed

and convex.

Theorem 2.3. ([12]) Let (X, d) be a A-uniformly convex metric space. Then

X is (2, A)-uniformly convex if and only if there exists a number c > 0 such

that for all a, x, y in X and λ ∈ [0, 1] ,

[d (a, W (x, y, λ))]2

≤ max{λ, 1 − λ}
[

[d(a, x)]2 + [d(a, y)]2 − c [d(x, y)]2
]

.
(2.1)

Theorem 2.4. Let (X, d) be a (2,A)-uniformly convex metric space, A be

a nonempty closed convex subset of X and T, S, H : A → A be asymp-

totically nonexpansive with sequence {kn} ∈ [1, +∞)N and
∑

∞

n=1
(kn − 1) <

+∞. Let x1 ∈ A and xn+1 = W (T nyn, xn, αn), yn = W (Snzn, xn, βn), zn =
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W (Hnxn, xn, βn) for all n ∈ N, where {αn}, {βn} and {γn} are the real se-

quences in [0, 1] satisfying αn, βn, γn ∈ [δ, 1 − δ] for some δ ∈ (0, 1). Then

limn→∞ d(T nyn, xn) = 0 = limn→∞ d(Snzn, xn) = limn→∞ d(Hnxn, xn).

Proof. Since T, S and H are asymptotically nonexpensive, so each mapping

possesses a fixed point p ∈ A by Theorem 1.12. Let p ∈ F (T )∩ F (S)∩F (H).

Claim. {xn} is bounded.

For this claim, we compute as follows:

d (p, xn+1) = d (p, W (T nyn, xn, αn))

≤ αnd(p, T nyn) + (1 − αn) d(p, xn)

= αnd(T np, T nyn) + (1 − αn) d(p, xn)

≤ αnknd(p, yn) + (1 − αn) d(p, xn),

(2.2)

d (p, yn) = d (p, W (Snzn, xn, βn))

≤ βnd(p, Snzn) + (1 − βn) d(p, xn)

= βnd(Snp, Snzn) + (1 − βn) d(p, xn)

≤ βnknd(p, zn) + (1 − βn) d(p, xn),

(2.3)

d(p, zn) = d (p, W (Hnxn, xn, βn))

≤ βnd(p, Hnxn) + (1 − βn) d(p, xn)

= βnknd(Hnp, Hnxn) + (1 − βn) d(p, xn)

≤ βnknd(p, xn) + (1 − βn) d(p, xn)

= [1 + (kn − 1)βn]d(p, xn)

≤ knd(p, xn).

(2.4)

Substituting (2.4) in (2.3) gives

d (p, yn) ≤
[

1 +
(

k2

n − 1
)

βn

]

d(p, xn)

≤ k2

nd(p, xn).
(2.5)

From (2.5) in (2.2), we get

d (p, xn+1) ≤
[

1 +
(

k3

n − 1
)

αn

]

d(p, xn)

≤
[

1 +
(

k3

n − 1
)]

d(p, xn),

which implies that limn→∞ d(p, xn) exists and {xn} is bounded.
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Let M=supn≥0 d(p, xn). Now with the help of (2.1), we have

[d (p, xn+1)]
2

= [d(p, W (T nyn, xn, αn))]
2

≤ max{αn, 1 − αn}
[

[d (p, T nyn)]2 + [d(p, xn)]2 − c [d (T nyn, xn)]
2
]

≤ [d (p, T nyn)]
2 + [d(p, xn)]2 − max{αn, 1 − αn}c [d (T nyn, xn)]

2

= [d (T np, T nyn)]
2 + [d(p, xn)]2 − max{αn, 1 − αn}c [d (T nyn, xn)]

2

≤ k2

n[d (p, yn)]2 + [d(p, xn)]2 − max{αn, 1 − αn}c [d (T nyn, xn)]
2 ,

(2.6)

[d (p, yn)]
2

= [d(p, W (Snzn, xn, βn))]
2

≤ max{βn, 1 − βn}
[

[d (p, Snzn)]
2
+ [d(p, xn)]

2
− c [d (Snzn, xn)]

2
]

≤ [d (p, Snzn)]
2
+ [d(p, xn)]

2
− max{βn, 1 − βn}c [d (Snzn, xn)]

2

= [d (Snp, Snzn)]
2
+ [d(p, xn)]

2
− max{βn, 1 − βn}c [d (Snzn, xn)]

2

≤ k2

n[d (p, zn)]2 + [d(p, xn)]
2
− max{βn, 1 − βn}c [d (Snzn, xn)]

2
,

(2.7)

[d (p, zn)]
2

= [d(p, W (Hnxn, xn, γn))]2

≤ max{γn, 1 − γn}
[

[d (p, Hnxn)]
2 + [d(p, xn)]2 − c [d (Hnxn, xn)]

2
]

≤ [d (p, Hnxn)]
2 + [d(p, xn)]2 − max{γn, 1 − γn}c [d (Hnxn, xn)]

2

= [d (Hnp, Hnxn)]
2 + [d(p, xn)]2 − max{γn, 1 − γn}c [d (Hnxn, xn)]

2

≤ k2
n[d (p, xn)]

2 + [d(p, xn)]2 − max{γn, 1 − γn}c [d (Hnxn, xn)]
2

= (1 + k2
n) [d(p, xn)]2 − max{γn, 1 − γn}c [d (Hnxn, xn)]

2 .

(2.8)

Substituting (2.8) in (2.7), we get

[d (p, yn)]2 ≤ (1 + k2

n + k4

n) [d(p, xn)]2

− k2

n max{γn, 1 − γn}c [d (Hnxn, xn)]
2

−max{βn, 1 − βn}c [d (Snzn, xn)]
2 ,

(2.9)
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and by (2.6), we obtain

[d (p, xn+1)]
2

≤ (1 + k2
n + k4

n + k6
n) [d(p, xn)]2 − max{αn, 1 − αn}c [d (T nyn, xn)]

2

− k2
n max{βn, 1 − βn}c [d (Snzn, xn)]

2

− k4
n max{γn, 1 − γn}c [d (Hnxn, xn)]

2

≤ [1 + (k7
n − 1)] [d(p, xn)]2 − max{αn, 1 − αn}c [d (T nyn, xn)]

2

− k2
n max{βn, 1 − βn}c [d (Snzn, xn)]

2

− k4
n max{γn, 1 − γn}c [d (Hnxn, xn)]

2 .

(2.10)

With the help of condition αn, βn, γn ∈ [δ, 1 − δ] for some δ ∈ (0, 1), it can

be easily seen that

max{αn, 1 − αn}, max{βn, 1 − βn}, max{γn, 1 − γn} ≥ δ. (2.11)

Using (2.11) in (2.10) and by kn ≥ 1, we obtain

[d (p, xn+1)]
2 ≤ [1 + (k7

n − 1)] [d(p, xn)]2

− δc
(

[d (T nyn, xn)]
2 + [d (Snzn, xn)]

2 + [d (Hnxn, xn)]
2
)

,

which implies that

δc
(

[d (T nyn, xn)]
2 + [d (Snzn, xn)]

2 + [d (Hnxn, xn)]
2
)

≤ [d(p, xn)]2 − [d (p, xn+1)]
2 + M2(k7

n − 1).

Thus

δc

(

m
∑

j=1

[

d(T jyj, xj)
]2

+
m
∑

j=1

[

d(Hjxj, xj)
]2

+
m
∑

j=1

[

d(Sjzj, xj)
]2

)

≤
M2

2

m
∑

j=1

(

k7

j − 1
)

+
m
∑

j=1

(

[d(p, xj)]
2 − [d(p, xj+1)]

2
)

.

Hence
∞
∑

j=1

[

d(T jyj, xj)
]2

< +∞,

∞
∑

j=1

[

d(Sjzj, xj)
]2

< +∞,
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and
∞
∑

j=1

[

d(Hjxj, xj)
]2

< +∞.

It implies that

lim
n→∞

d(T nyn, xn) = 0,

lim
n→∞

d(Snzn, xn) = 0,

and

lim
n→∞

d(Hnxn, xn) = 0.

This completes the proof. �

Theorem 2.5. Let (X, d) be a (2,A)-uniformly convex metric space, A be a

nonempty closed convex subset of X and T, S, H : A → A be asymptotically

nonexpansive with sequence {kn} ∈ [1, +∞)N and
∑

n=1
∞ (kn − 1) < +∞.

Further let H be completely continuous and T and S are continuous. Let x1 ∈

A and xn+1 = W (T nyn, xn, αn), yn = W (Snzn, xn, βn), zn = W (Hnxn, xn, βn)

for all n ∈ N, where {αn}, {βn} and {γn} are the real sequences in [0, 1]

satisfying αn, βn, γn ∈ [δ, 1 − δ] for some δ ∈ (0, 1). Then the sequences {xn} ,

{yn} and {zn} converge to the common fixed point of T, S and H.

Proof. Consider

d(xn+1, H
nxn+1) ≤ d(xn+1, xn) + d(xn, H

nxn) + d(Hnxn, H
nxn+1)

≤ d(xn+1, xn) + d(xn, H
nxn) + knd(xn, xn+1)

= (1 + kn)d(xn+1, xn) + d(xn, Hnxn)

= (1 + kn)d(W (T nyn, xn, 1/2), xn) + d(xn, H
nxn)

= (1 + kn)αnd(T nyn, xn) + d(xn, H
nxn)

→ 0 as n → ∞.

Thus

d(xn+1, Hxn+1) ≤ d(xn+1, H
n+1xn+1) + d(Hn+1xn+1, Hxn+1)

≤ d(xn+1, H
n+1xn+1) + k1d(xn+1, H

nxn+1)

→ 0 as n → ∞,

which implies that

lim
n→∞

d(xn, Hxn) = 0.
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Since H is completely continuous and {xn} is bounded, there exists a subse-

quence {xnk
} of {xn} such that {Hxnk

} converges.

Therefore from limn→∞ d(xn, Hxn) = 0, {xnk
} converges. Let limn→∞ xnk

=

p. It follows from the continuity of H and limn→∞ d(xn, Hxn) = 0 that p = Hp.

We know that limn→∞ d (p, xn) exists. But limn→∞ d (p, xnk
) = 0. This implies

limn→∞ d (p, xn) = 0, i.e., limn→∞ xn = p. Since

d(xn, zn) = d(xn, W (Hnxn, xn, γn)) = γnd(xn, Hnxn)

→ 0 as n → ∞,

and
d(xn, yn) = d(xn, W (Snzn, xn, βn)) = βnd(xn, Snzn)

→ 0 as n → ∞,

so limn→∞ zn = p = limn→∞ yn.

The following estimates hold:

d(xn, xn+1) = d(xn, W (T nyn, xn, αn)) = αnd(xn, T
nyn)

→ 0 as n → ∞,

d(yn, yn−1) ≤ d(yn, xn) + d(xn, xn−1) + d(xn−1, yn−1)

→ 0 as n → ∞,

d(zn, zn−1) ≤ d(zn, xn) + d(xn, xn−1) + d(xn−1, zn−1)

→ 0 as n → ∞,

d(zn, S
nzn) ≤ d(zn, xn) + d(xn, S

nzn)

→ 0 as n → ∞,

d(yn, T nyn) ≤ d(yn, xn) + d(xn, T
nyn)

→ 0 as n → ∞,

d(zn, S
n−1zn)

≤ d(zn, zn−1) + d(zn−1, S
n−1zn−1) + d(Sn−1zn−1, S

n−1zn)

≤ d(zn, zn−1) + d(zn−1, S
n−1zn−1) + kn−1d(zn−1, zn)

= (1 + kn−1)d(zn, zn−1) + d(zn−1, S
n−1zn−1)

→ 0 as n → ∞,

(2.12)
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d(zn, Szn) ≤ d(zn, Snzn) + d(Snzn, Szn)

≤ d(zn, Snzn) + k1d(Sn−1zn, zn)

→ 0 as n → ∞,

(2.13)

d(yn, T
n−1yn)

≤ d(yn, yn−1) + d(yn−1, T
n−1yn−1) + d(T n−1yn−1, T

n−1yn)

≤ d(yn, yn−1) + d(yn−1, T
n−1yn−1) + kn−1d(yn, yn−1)

= (1 + kn−1)d(yn, yn−1) + d(yn−1, T
n−1yn−1)

→ 0 as n → ∞,

(2.14)

d(yn, T yn) ≤ d(yn, T
nyn) + d(T nyn, T yn)

≤ d(yn, T
nyn) + k1d(T n−1yn, yn)

→ 0 as n → ∞.

(2.15)

Now according to the continuity of T and S and by using (2.15) and (2.13),

we obtain Tp = p = Sp. Thus p is the common fixed point of T, S and H.

This completes the proof. �

Acknowledgment

This study was supported by research funds from Dong-A University.

References

[1] I. Beg, Inequalities in metric spaces with applications, Topol. Methods Nonlinear Anal.,

17 (2001), 183–190.

[2] I. Beg, An iteration scheme for asymptotically nonexpansive mappings on uniformly

convex metric spaces, Nonlinear Anal. Forum, 6 (2001), 27–34.

[3] F. E. Browder, Nonexpansive nonlinear operators in Banach space, Proc. Nat. Acad.

Sci. USA, 54 (1965), 1041–1044.

[4] Y. J. Cho, H. Zhou and G. Guo, Weak and strong covergence theorems for three-step

iterations with errors for asymptotically nonexpansive mappings, Comput Math. Appl.,

47 (2004), 707–717.
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Abstract. In this paper we consider differential equations which are closely related to
the generating functions of Euler numbers. By using the same method of Kim’s calcula-
tion in Kim [24,25], we derive identities involving Euler numbers arising from differential
equations. In particular, we derive some new identities between the sums of Euler numbers

and Genocchi numbers of higher order.

1. Introduction

We consider the Euler numbers defined by the generating function as follows(see [4,8,17,21-
25]):

E(t) =
2

et + 1
=

∞∑
k=0

Ek
tk

k!
(1)

and the Genocchi numbers defined by the generating function as follows(see [2,3,5,7,9-16,18,20,26-
30,32,33,35,36]):

G(t) =
2t

et + 1
=

∞∑
k=0

Gk
tk

k!
. (2)

Kim(2012) derived some new identities between the sums of products of Frobenius-Euler
polynomials and Frobenius-Euler polynomials of higher order (see[1,6,31,34,37,38]).

In this paper we derive differential equations which are closely related to the generating
function of Euler numbers. By using these differential equations, we derive some identities
between the sums of products of Euler numbers and Euler numbers of higher order. In par-
ticular, we obtain some identities between the sums of Euler numbers and Genocchi numbers
of higher order.

1991 Mathematics Subject Classification. 11B68, 11S40.
Key words and phrases. Euler numbers, Genocchi numbers, sums of Euler numbers, differential equations.
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2 LEE-CHAE JANG AND BYUNG MOON KIM

2. Computation of sums of the products of Euler numbers

In this section we assume that

F = F (t) =
1

et + 1
and FN = F × · · · × F︸ ︷︷ ︸

N−times

(3)

for N ∈ N. Thus, by (3), we get

F (t)(1) =
dF (t)

dt
=

−et

(et + 1)2

=
−1− e−t

(et + 1)2
+

1

(et + 1)2

= −F + F 2. (4)

Let us consider the derivative of (4) with respect to t as follows:

2FF (1) = F (1) + F (2). (5)

Thus, by (5) and (3), we get

2!F 3 − 2F 2 = F (1) + F (2). (6)

From (6), we note that

2!F 3 = 2F 2 + F (1) + F (2)

= 2(F + F (1)) + F (1) + F (2)

= 2F + 3F (1) + F (2), (7)

where F (2) = d2F
dt2 . Thus, by the derivative of (5) with respect to t, we get

2!3F 2F (1) = 2F (1) + 3F (2) + F (3). (8)

By (8), we see that

2!3F 2(−F + F 2) = 2F (1) + 3F (2) + F (3) (9)

and

F (1) = −F + F 2. (10)

By (9), we see that

3!(−1)3F 4 = 6F 3 + 2F (1) + 3F (2) + F (3)

= 6(F +
3

2
F (1) +

1

2
F (2)) + 2F (1) + 3F (2) + F (3)

= 6F + 11F (1) + 6F (2) + F (3). (11)

Continuing this process, we get

(N − 1)!FN =
N−1∑
k=0

aK(N)F (k) (12)

where F (k) = dkF
dtk

and N ∈ N.
Now we try to find the coefficients ak(N) in (12). By (12), we differentiate the both sides

of (12) as follows:

(N − 1)!NFN−1F (1) =
N−1∑
k=0

ak(N)F (k+1)
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3

=
N∑
k=1

ak−1(N)F (k). (13)

By (7), we get

(N − 1)!NFN−1F (1) = N !FN (−F + F 2)
= N !(−FN + FN+1)
= −N !FN +N !FN+1. (14)

By (13) and (14), we get

N !FN+1 = N !FN +
N∑
k=1

ak−1(N)F (k)

= N(N − 1)!FN +
N∑
k=1

ak−1(N)F (k)

= N
N−1∑
k=0

ak(N)F (k) +
N∑
k=1

ak−1(N)F (k). (15)

In (12), replacing N by N + 1, we have

N !FN+1 =
N∑
k=0

ak(N + 1)F (k). (16)

By (15) and (16), we get

N∑
k=0

ak(N + 1)F (k) = N
N−1∑
k=0

ak(N)F (k) +
N∑
k=1

ak−1(N)F (k). (17)

By comparing coefficients on the both sides of (17), we have the followings:

a0(N + 1) = Na0(N) and aN (N + 1) = aN−1(N). (18)

For 1 ≤ k ≤ n− 1, we have

ak(N + 1) = Nak(N) = ak−1(N) (19)

where ak(N) = 0 for k ≥ N or k < 0. From (19), we note that

a0(N + 1) = Na0(N) = N(N − 1)a0(N − 1)
= · · · = N(N − 1) · · · 2a0(2). (20)

By comparing coefficients on the both sides of (15) with N = 1,

F + F (1) = 1!F 2 =
1∑
k=0

ak(2)F
(k)

= a0(2)F + a1(2)F
(1). (21)

Thus, by (21), we get

a0(2) = 1 and a1(2) = 1. (22)

Finally, we derive the values of ak(N) in (12) from (19).
Let us consider the following two variable function with variables t, s:

g(t, s) =
∑
N≥1

∑
0≤k≤N−1

ak(N)
tNsk

N !
, where |t| < 1. (23)
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Then, Kim [25] derived the followings:

g(t, s) =
∑
N≥1

∑
0≤k≤N−1

N !

(k + 1)!

∑
l1+···+lk+1=N

1

l1 · · · lk+1

tN

N1
sk. (24)

By (23) and (24), we get

ak(N) =
N !

(k + 1)!

∑
l1+···+lk+1=N

1

l1 · · · lk+1
. (25)

Therefore, by (12) and (25), we obtain the following theorem.

Theorem 2.1. For n ∈ N, let us consider the following differential equation with respect to
t:

FN (t) = N
N−1∑
k=0

1

(k + 1)!

∑
l1+···+lk+1=N

1

l1 · · · lk+1
F (k)(t) (26)

where F (k)(t) = dkF (t)
dtk

and FN (t) = F (t)× · · · × F (t)︸ ︷︷ ︸
N−times

. Them F (t) = 1
et+1 is a solution of

(26).

We assume that (
2

et + 1

)
· · ·
(

2

et + 1

)
︸ ︷︷ ︸

N−times

=
∞∑
n=0

E(N)
n

tn

n!
(27)

where E
(N)
n are called the n-th Euler numbers of order N . By (3) and (27), we get

FN (t) =

(
1

et + 1

)
· · ·
(

1

et + 1

)
︸ ︷︷ ︸

N−times

=
1

2N

(
2

et + 1

)
· · ·
(

2

et + 1

)
︸ ︷︷ ︸

N−times

=
1

2N

∞∑
n=0

E(N)
n

tn

n!
(28)

and

F (t) =
1

2N

(
2

et + 1

)
=

1

2

∞∑
l=0

El
tl

l!
. (29)

From (29), we note that

F (t(k)) =
dkF (t)

dtk

=
1

2

∞∑
l=0

El+k
tl

l!
. (30)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1243 LEE-CHAE JANG et al 1240-1247



5

Therefore, by (26), (29), and (30), we obtain the following theorem.

Theorem 2.2. For N ∈ N, n ∈ Z+, we have

E(N)
n = 2NN

N−1∑
k=0

1

(k + 1)!

∑
l1+···+lk+1=N

En+k
l1 · · · lk+1

. (31)

From (28), we can derive the following equation:

∞∑
n=0

E(N)
n

tn

n!
=

(
2

et + 1

)
· · ·
(

2

et + 1

)
︸ ︷︷ ︸

N−times

=

( ∞∑
l1=0

El1
tl1

l1

)
· · ·

( ∞∑
lN=0

ElN
tlN

lN

)
︸ ︷︷ ︸

N−times

=

∞∑
n=0

∑
l1+···+lN=n

(
El1 · · ·ElNn!
l1! · · · lN !

)
tn

n!

=
∞∑
n=0

( ∑
l1+···+lN=n

(
n

l1 · · · lN

)
El1 · · ·ElN

)
tn

n!
. (32)

Therefore, by (31) and (32), we obtain the following corollary.

Corollary 2.3. For N ∈ N, n ∈ Z+, we have∑
l1+···+lN=n

(
n

l1 · · · lN

)
El1 · · ·ElN = 2NN

N−1∑
k=0

1

(k + 1)!

∑
l1+···+lk+1=N

En+k
l1 · · · lk+1

. (33)

3. Identities between sums of Euler numbers and Genocchi numbers of higher
order

In this section we assume that

GN = GN (t)

(
2t

et + 1

)
· · ·
(

2t

et + 1

)
︸ ︷︷ ︸

N−times

=

∞∑
n=0

G(N)
n

tn

n!
(34)

where G
(N)
n are called the n-th Genocchi numbers of order N . We note that

dk

dtk

(
2t

et + 1

)
|t=0= Gk (35)

for k ∈ N. By (35), we obtain the following equation:

Gk =
dk

dtk

(
2t

et + 1

)
|t=0

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1244 LEE-CHAE JANG et al 1240-1247
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=

k∑
l=0

(
k

l

)
(2t)lF (k−l)

= F (k) + 2kF (k−1). (36)

By (30) and (36), we get

G =

∞∑
k=0

Gk
tk

k!

=
∞∑
k=0

F (k) t
k

k!
+ 2

∞∑
k=0

kF (k−1) t
k

k!

=
∞∑
k=0

∞∑
l=0

El+k
tl

l!

tk

k!
+ 2

∞∑
k=0

∞∑
l=0

kEl+k−1
tl

l!

tk

k!

=
∞∑
k=0

[ ∞∑
l=0

(El+k + 2kEl+k−1)
tl

l!

]
tk

k!
. (37)

Therefore, by (37), we obtain the following theorem which is the identities between the sums
of Euler numbers and Genocchi numbers.

Theorem 3.1. For k ∈ Z+, we have

Gk =

∞∑
l=0

(El+k + 2kEl+k−1)
tl

l!
. (38)

From (38), we easily see that

G
(N)
k =

(
F (k) + 2kF (k−1)

)(N)

= F (N+k) + 2kF (N+k−1). (39)

By (39), we get

GN =
∞∑
k=0

G
(N)
k

tk

k!

=

∞∑
k=0

(
F (N+k) + 2kF (N+k−1)

) tk
k!

=

∞∑
k=0

( ∞∑
l=0

EN+l+k
tl

l!

)
tk

k!
+ 2

∞∑
k=0

( ∞∑
l=0

EN+l+k−1
tl

l!

)
tk

k!

=
∞∑
k=0

( ∞∑
l=0

EN+l+k + 2kEN+l+k−1
tl

l!

)
tk

k!
. (40)

Therefore, by (40), we obtain the following theorem which is the identities between the sums
of Euler numbers and Genocchi numbers of higher order.

Theorem 3.2. For N ∈ N, k ∈ Z+, we have

G
(N)
k =

∞∑
l=0

(El+k + 2kEl+k−1)
tl

l!
. (41)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1245 LEE-CHAE JANG et al 1240-1247



7

Acknowledgement: This paper was supported by Konkuk University in 2014.

References

[1] M. Acikgoz, S. Araci, K. Orucoglu, E. Sen, Discontinuous two-point boundary value problems with eigen-

parameter in the boundary conditions, Proc. Jangjeon Math. 16(2) (2013) 259-275.
[2] S. Araci, Novel identities involving Genocchi numbers and polynomials arising from applications of um-

bral calculus, Appl. Math. Comput. 233 (2014) 599-607.
[3] S. Araci, M. Acikgoz, F. Qi, H. Jolany, A note on the modified q-Genocchi numbers and polynomials with

weight (α, β), Fasc. Math. 51 (2013) 21-32.
[4] S. Araci, M. Acikgoz, A note on the Frobenius-Euler numbers and polynomials associated with Bernstein

polynomials, Adv. Stud. Contemp. Math. 22(3) (2012) 399-406.

[5] A. Bigeni, Combinatorial study of Dellac configurations and q-extended normalized median Genocchi
numbers, Electron. J. Combin. 21(2) (2014) paper 2.32, 27pp.

[6] A. Bayad, S. Gaboury, Generalized Dirichlet L-function of arbitrary order with applications, Adv. Stud.
Contemp. Math. 23(4) (2013) 607-619.

[7] L. Carbone, A. M. Mercurio, F. Palladino, N. Palladino, The correspondence of Brioschi and Genocchi,
(Italian) Rend. Accad. Sci. Fis. Mat. Napoli 73(4) (2006) 263-366.

[8] I. N. Cancul, Y. Simsek, A note on interpolation functions of the Frobenius-Euler numbers, in: Applica-
tion of Mathematics in: Technical and Natural Sciences, in: AIP Conf. Proc., Amer. Inst. Phys. 1301

(2010) 59-67.
[9] D. Dumont, J. Zeng, Further results on the Euler and Genocchi numbers , Aequationes Math. 47(1)

(1994) 31-42.
[10] S. Gaboury, R. Tremblay, B.-J. Fugure, Some explicit formulas for certain new classes of Bernoulli,

Euler and Genocchi polynomials, Proc. Jangjeon Math. Soc. 17(1) (2014) 115-123.
[11] G.-N. Han, J. Zeng, On a q-sequence that generalizes the median Genocchi numbers, Ann. Sci. Math.
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An algorithm for multi-attribute decision making

based on soft rough sets ∗

Guangji Yu†

March 3, 2015

Abstract: Based on soft rough sets, some new concepts such as soft decision
systems, soft relative positive regions, relative reduction in soft decision systems
and conditional significance relative to decision partition soft sets are proposed.
The multi-attribute decision rule in soft decision systems is presented. An al-
gorithm of multi-attribute decision making based on soft rough sets is given.

Keywords: Soft rough set; Partition soft set; Soft decision system; Relative
reduction; Decision making; Decision rule

1 Introduction

In 1999, Molodtsov [9] initiated soft set theory as a new mathematical
tool for dealing with uncertainties which classical mathematical tools cannot
handle. Recently, there has been a rapid growth of interest in soft set theory.
Many efforts have been devoted to further generalizations and extensions of soft
sets. Recently there has been a rapid growth of interest in soft set theory and
its applications. Many efforts have been devoted to further generalizations and
extensions of soft sets. Maji et al. [11] defined fuzzy soft sets, combining soft
sets with fuzzy sets. Maji et al. [12] reported a detailed theoretical study on
soft sets, with emphasis on the algebraic operations. Jiang et al. [7] extended
soft sets with description logics. Aktas et al. [1] initiated the notion of soft
groups, extending fuzzy groups. Feng et al. [2, 5] investigated the relationships
among soft sets, rough sets and fuzzy sets.

Applications of soft set theory in decision making problems was initiated in
[10]. To address fuzzy soft set based decision making problems, Roy et al. [14]
presented a novel method of object recognition from an imprecise multi-observer
data. Using level soft sets, Feng et al. [3] proposed an adjustable approach to
fuzzy soft set based decision making. This approach was further investigated in
[4, 8]. Although soft sets have been applied by several authors to the study of

∗This work is supported by Quantitative Economics Key Laboratory Program of Guangxi
University of Finance and Economics (2014SYS11) and Guangxi University Science and Tech-
nology Research Project.

†Corresponding Author, School of Information and Statistics, Guangxi University of Fi-
nance and Economics, Nanning, Guangxi 530003, P.R.China. guangjiyu100@126.com
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decision making under uncertainty, it seems that soft set based group decision
making has not been discussed yet in the literature. Thus the present study
can be seen as a first attempt toward the possible application of soft rough
approximations in multi-attribute decision making problems under uncertainty.

The purpose of this paper is to give a method for multi-attribute decision
making applying soft rough sets.

2 Preliminaries

Throughout this paper, U denotes an initial universe, E denotes the set of
all possible attributes or parameters, 2U denotes the family of all subsets of U
and | ¦ | is the cardinality of a set. We only consider the case where both U and
E are nonempty finite sets.

2.1 Soft sets

Definition 2.1 ([9]). Let A ⊆ E. A pair (f,A) is called a soft set over U , if f
is a mapping defined by f : A → 2U .

In other words, a soft set over U is a parameterized family of subsets of the
U . For e ∈ A, f(e) may be considered as the set of e-approximate elements of
(f,A).

Definition 2.2 ([12]). Let (f,A) and (g, B) be two soft sets over U .
(1) (f,A) is called a soft subset of (g, B), if A ⊆ D and f(e) = g(e) for each

e ∈ A. We denote it by (f,A) ⊂̃ (g, B).
(2) (f,A) and (g, B) are called soft equal, if A = B and f(e) = g(e) for each

e ∈ A. We denote it by (f,A) = (g, B).

Obviously, (f,A) = (g, B) if and only if (f,A) ⊂̃ (g, B) and (f,A) ⊃̃ (g, B).

Definition 2.3 ([12]). Let (f,A), (g, B) and (h,C) be soft sets over U .
(1) (h,C) is called the intersection of (f,A) and (g, B), if C = A ∩ B and

h(e) = f(e) ∩ g(e) for each e ∈ C. We denote (h,C) by (f,A)∩̃(g, B).
(2) (h,C) is called the union of (f,A) and (g, B), if C = A ∪B and

h(e) =





f(e), e ∈ A−B,
f(e) ∪ g(e), e ∈ A ∩B,
g(e), e ∈ B −A.

We denote (h,C) by (f,A) ∪̃ (g, B).

Definition 2.4 ([12]). Let (f,A) and (g, B) be two soft sets over U . (f,A)
AND (g, B) denoted by (f,A)∧ (g, B) is defined by (f,A)∧ (g, B) = (h,A×B),
where h(a, b) = f(a) ∩ g(b) for each (a, b) ∈ A×B.

Definition 2.5 ([5]). A soft set (f,A) over U is called a partition soft set if
{f(e)| e ∈ A} forms a partition of U .

2
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Definition 2.6 ([6]). Let A ⊆ E. Let (f,A) be soft sets over U . (f,A) is called
a bijective soft set, if f is a mapping f : A → 2U such that

(1)
⋃

e∈A f(e) = U .
(2) For ei, ej ∈ A and ei 6= ej , f(ei) ∩ f(ej) = ∅.
In other words, suppose B = {f(ei)| ei ∈ A, ≤ 1 ≤ i ≤ n} ⊆ 2U . From

Definition 2.7, the mapping f : A → 2U can be transformed to the mapping
f : A → B, which is a bijective function, namely, for every X ∈ B, there is
exactly one attribute e ∈ A such that f(e) = X and no unmapped element
remains in both A and B.

Proposition 2.7. Let (f,A) be a bijective soft set U and let (g, B) be a null
soft set over U . (h,C) = (f,A) ∪̃ (g, B) is a bijective soft set.

Proposition 2.8. Let (f,A) and (g, B) be two bijective soft sets over U . Then
(h,A×B) = (f,A) ∧ (g, B) is also a bijective soft set.

2.2 Soft rough sets

Definition 2.9 ([5]). Let (f,A) be a soft set over U and X ⊆ U . Then the
pair P = (U, (f,A)) is called a soft approximation space. Based on the soft
approximation space P , we define the following two operations

apr
P

X = {x ∈ U | ∃ e ∈ A s.t. x ∈ f(e) ⊆ X},
aprP X = {x ∈ U | ∃ e ∈ A s.t. x ∈ f(e), f(e) ∩X 6= ∅}.

apr
P

(X) and aprP (X) are called the soft P -lower approximation and the
soft P -upper approximation of X, respectively. In general, we refer to the pair
(apr

P
(X), aprP (X)) as the soft rough set of X with respect to P . Moreover, the

sets
PosP (X) = apr

P
(X), NegP (X) = U − aprP (X),

BndP (X) = aprP (X)− apr
P

(X)
are called the soft P -positive region, the soft P -negative region and the soft P -
boundary region of X, respectively. X is said to be soft a soft P -definable set if
apr

P
(X) = aprP (X); otherwise, X is called a soft P -rough set.

From the analogy with Pawlak rough sets, we also have the following inter-
pretation of above concepts.

(1) x ∈ PosP (X) = apr
P

(X) means that x surely belongs to X with respect
to P ;

(2) x ∈ aprP (X) means that x possibly belongs to X with respect to P ;
(3) x ∈ NegP (X) means that x surely does not belong to X with respect to

P .
Clearly, apr

P
(X) and aprP (X) can be expressed equivalently as:

apr
P

(X) = ∪e∈A{f(e)| f(e) ⊆ X}, aprP (X) = ∪e∈A{f(e)| f(e) ∩X 6= ∅}.

3
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3 Soft decision systems

It is worth nothing that information systems and soft sets are closely related.
Given a soft set (f,A) over U . (f,A) could induce an information system in a
natural way. In the section, we mainly discuss soft decision systems.

Let (fi, Ci)(i = 1, 2, · · · , n) be bijective soft sets over U where Ci ∩ Cj = ∅
for i 6= j. Denote

(f, C) = ∪̃n
i=1(fi, Ci), (ϕ,K) =

n∧

i=1

(fi, Ci).

where C =
n⋃

i=1

Ci and K = C1 × C2 × . . .× Cn.

3.1 Soft relative positive regions

Definition 3.1. Let (f,A) and (g, B) be two soft sets over U . Then the soft
positive region of (f,A) to (g, B) is defined as follows

Pos(f,A) (g, B) =
⋃

b∈B

apr
P

g(b) =
⋃

b∈B

{x ∈ U | ∃ e ∈ A s.t. x ∈ f(e) ⊆ g(b)},

where P = (U, (f,A)).

Example 3.2. Let U = {x1, x2, x3, x4, x5, x6, x7} be a common universe, A =
{e1, e2, e3, e4} and B = {b1, b2} be two attribute sets. Suppose that (f,A) and
(g, B) are two soft sets over U .
The mapping of (f,A) is given below:
f(e1) = {x1, x2}, f(e2) = {x4, x5, x6}, f(e3) = {x3, x7}.
The mapping of (g, B) is given below:
g(b1) = {x1, x2, x3}, g(b2) = {x4, x5, x6, x7}.
Then apr

(U,(f,A))
g(b1) = {x1, x2}, apr

(U,(f,A))
g(b2) = {x4, x5, x6}.

So Pos(f,A) (g, B) = {x1, x2, x4, x5, x6}.
Definition 3.3. Let (fi, Ci)(i = 1, 2, · · · , n) be bijective soft sets over U where
Ci∩Cj = ∅ for i 6= j. Let (g, D) be a partition soft set over U where C∩D = ∅.
Then the triple (U, (f, C), (g, D)) is called a soft decision system, (f, C) is called
the condition bijective soft set and (g, D) is called the decision partition soft set.

Accordingly, in a soft decision system (U, (f, C), (g, D)), we have

Pos(ϕ,K) (g, D) =
⋃

d∈D

apr
P

g(d) =
⋃

d∈D

{x ∈ U | ∃ e ∈ K s.t. x ∈ ϕ(e) ⊆ g(d)},

where K = C1 × C2 × . . . × Cn and P = (U, (ϕ,K)). We call it soft relative
positive regions of soft decision systems.

For a given soft decision system, we always consider Pos(ϕ,K) (g, D) 6= ∅.

4
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Example 3.4. Suppose that U = {x1, x2, x3, x4, x5, x6} is a common universe,

which is a set of six shops. C =
3⋃

i=1

Ci denotes the attribute set where C1 stands

for the empowerment of sales personnel, C2 stands for the perceived quality of
goods, and C3 stands for the high traffic location, respectively. The value sets
of these attributes are C1 = {high, medium, low}, C2 = {good, average} and
C3 = {no, yes}, respectively. And D = {profit,loss} describes shop profit or
loss. Suppose that the six shops are characterized by the condition bijective soft
set ∪̃3

i=1(fi, Ci), and the management benefit of shop is characterized by the
decision partition soft set (g, D).

The mapping of each bijective soft set over U is defined as follows:
f1(high) = {x1, x6}, f1(medium) = {x2, x3, x5}, f1(low) = {x4},
f2(good) = {x1, x2, x3}, f2(average) = {x4, x5, x6},
f3(no) = {x1, x2, x3, x4}, f3(yes) = {x5, x6}.
The mapping of the decision partition soft set over U is defined as follows:
g(profit) = {x1, x3, x6}, g(loss) = {x2, x4, x5}.
Then we can view each bijective soft set (fi, Ci) as a collection of approxi-

mations as follows:
(f1, C1) = {high = {x1, x6},medium = {x2, x3, x5}, low = {x4}},
(f2, C2) = {good = {x1, x2, x3}, average = {x4, x5, x6}},
(f3, C3) = {no = {x1, x2, x3, x4}, yes = {x5, x6}}.
Similarly, (g, D) = {profit = {x1, x3, x6}, loss = {x2, x4, x5}}.
Denote

(f, C) = ∪̃3
i=1(fi, Ci), (ϕ,K) =

3∧
i=1

(fi, Ci),

where C =
3⋃

i=1

Ci and K = C1 × C2 × C3.

Let ei ∈ K, then
e1 =high and good and no, e2 =medium and good and no,
e3 =low and average and no, e4 =medium and average and yes,
e5 =high and average and yes.
ϕ(e1) = {x1}, ϕ(e2) = {x2, x3}, ϕ(e3) = {x4},
ϕ(e4) = {x5}, ϕ(e5) = {x6}.
Besides, we have the tabular form of (ϕ,K) given in Table 2.

Table 1: Tabular representation of (ϕ,K)
e1 e2 e3 e4 e5

x1 1 0 0 0 0
x2 0 1 0 0 0
x3 0 1 0 0 0
x4 0 0 1 0 0
x5 0 0 0 1 0
x6 0 0 0 0 1

So (U, (f, C), (g, D)) is a soft decision system on how to choose profitable
shops. Thus

apr
(U,(f,C))

g(profit) = {x1, x6}, apr
(U,(f,C))

g(loss) = {x4, x5}.

5
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Therefore Pos(ϕ,K) (g, D) = {x1, x4, x5, x6}.

3.2 Relative reduction in soft decision systems

Definition 3.5. Let (U, (f, C), (g, D)) be a soft decision system and let 1 ≤ j ≤
n. Then

(1) (fj , Cj) is called a soft dispensable set of (f, C) relative to (g, D), if

Pos(ϕ,K) (g, D) = Pos(ψ,Q) (g, D), where (ψ, Q) =
n∧

i=1,i6=j

(fi, Ci). Otherwise,

(fj , Cj) is called a soft indispensable set of (f, C) relative to (g, D).
(2) (f, C) is called a soft independent set relative to (g, D), if every soft bijec-

tive set (fi, Ci) of (f, C) is a soft indispensable set relative to (g, D). Otherwise,
(f, C) is called a soft dependent set relative to (g, D).

(3) The unit set of all the soft indispensable set of (f, C) relative to (g, D)
is called the core of (f, C) relative to (g, D), denoted by core((f, C), (g, D)).

Definition 3.6. Let (U, (f, C), (g, D)) be a soft decision system. Let k =
1, 2, . . . , m and 1 ≤ jk ≤ n, denote

(f ′, C ′) = ∪̃m
k=1(fjk

, Cjk
) and (ϕ′,K ′) =

m∧
k=1

(fjk
, Cjk

).

(f ′, C ′) is called a relative reduction in (U, (f, C), (g, D)), if
(1) Pos(ϕ,K) (g, D) = Pos(ϕ′,K′) (g, D),
(2) (f ′, C ′) is a soft independent set relative to (g, D).

Example 3.7. In Example 3.4, denote
(ϕ1,K1) = (f1, C1) ∧ (f2, C2), (ϕ2,K2) = (f1, C1) ∧ (f3, C3),
(ϕ3,K3) = (f2, C2) ∧ (f3, C3).
We have
Pos(ϕ1,K1) (g, D) = Pos(ϕ2,K2) (g, D) = Pos(ϕ,K) (g, D) = {x1, x4, x5, x6},
Pos(ϕ3,K3) (g, D) = {x4}.
But
Pos(f1,C1) (g, D) = {x1, x4, x6} 6= Pos(ϕ,K) (g, D),
Pos(f3,C3) (g, D) = ∅ 6= Pos(ϕ,K) (g, D).
So
(f1, C1) ∪ (f2, C2) and (f1, C1) ∪ (f3, C3) are both relative reductions in

(U, (f, C), (g, D)).

3.3 Dependent degree of decision partition soft sets

Definition 3.8. Let (f,A) and (g, B) be two soft sets over U . (f,A) is said to
depend on (g, B) to a degree k (0 ≤ k ≤ 1), denoted (f,A) ⇒k (g, B), if

k = γ((f,A), (g, B)) =
| Pos(f,A) (g, B) |

| U | .

6
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Accordingly, in a soft decision system (U, (f, C), (g, D)), we have

k = γ((ϕ,K), (g, D)) =
| Pos(ϕ,K) (g, D) |

| U | .

We call it the dependent degree of decision partition soft sets upon condition
bijective soft sets. It characters a degree of condition bijective soft sets in
classifying decision partition soft sets. Obviously, we have 0 ≤ k ≤ 1.

If k = 1, then (g, D) is completely dependent on (f, C).
If k = 0, then (g, D) is completely independent on (f, C).

Example 3.9. In example 3.4, the dependent degree of the decision partition
soft set (g, D) upon the condition bijective soft set (f, C) = ∪̃3

i=1(fi, Ci) :

k = γ(
3∧

i=1

(fi, Ci), (g, D)) =
|{x1, x4, x5, x6}|

|U | =
4
6

=
2
3

Proposition 3.10. Let (U, (f, C), (g, D)) be a soft decision system. Let m,n ∈
N and m < n. Then

γ(
m∧

i=1

(fi, Ci), (g, D)) ≤ γ(
n∧

i=1

(fi, Ci), (g, D)).

Proof. Since we have

γ((ϕ,K), (g, D)) =
| Pos(ϕ,K)(g, D) |

| U | =
| ⋃

d∈D

apr
P

g(d) |

| U |

=
| ⋃

d∈D

{x ∈ U | ∃ e ∈ K s.t. x ∈ ϕ(e) ⊆ g(d)} |

| U | ,

γ((ϕ′,K ′), (g, D)) =
| Pos(ϕ′,K′)(g, D) |

| U | =
| ⋃

d∈D

apr
P ′

g(d) |

| U |

=
| ⋃

d∈D

{x ∈ U | ∃ e ∈ K ′ s.t. x ∈ ϕ′(e) ⊆ g(d)} |

| U | ,

where K =
n∧

i=1

Ci, K ′ =
m∧

i=1

Ci, P = (U, (f, C)) and P ′ = (U, (f ′, C ′)).

By Definition 2.6, for any (c1, c2, · · · , cn) ∈ C1 × C2 × · · · × Cn, we have

ϕ(c1, c2, · · · , cn) = f1(c1) ∩ f2(c2) ∩ · · · ∩ fm(cm) ∩ · · · ∩ fn(cn).

Moreover, for any (c1, c2, · · · , cm) ∈ C1 × C2 × · · · × Cm, we also have

ϕ′(c1, c2, · · · , cm) = f1(c1) ∩ f2(c2) ∩ · · · ∩ fm(cm).

7
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For m,n ∈ N and m < n, apr
P ′

g(d) ⊆ apr
P

g(d).
So ⋃

d∈D

apr
P ′

g(d) ⊆
⋃

d∈D

apr
P

g(d).

Hence

γ(
m∧

i=1

(fi, Ci), (g, D))} ≤ γ(
n∧

i=1

(fi, Ci), (g, D)).

In other words, condition bijective soft sets can explain the most detailed
classification of decision partition soft sets. And deleting some condition bi-
jective soft sets can lose some information about decision partition soft sets.
Thus, more information (more condition bijective soft sets) can result in bigger
dependent degree of decision partition soft sets.

3.4 Conditional significance relative to decision partition
soft sets

Definition 3.11. Let (U, (f, C), (g, D)) be a soft decision system and 1 ≤ j ≤ n.
The conditional significance of (fj , Cj) in (f, C) relative to (g, D) is denoted and
defined as follows

s((fj , Cj), (f, C), (g, D)) = γ(
n∧

i=1

(fi, Ci), (g, D)) − γ(
n∧

i=1,i6=j

(fi, Ci), (g, D)).

This definition indicates the decrease of the dependent degree of decision
partition soft sets when deleting one bijective soft set (fj , Cj) from (f, C). The
following results are easily obtained from the above definitions.

Proposition 3.12. Let (U, (f, C), (g, D)) be a soft decision system and 1 ≤ j ≤
n.

(1) 0 ≤ s((fj , Cj), (f, C), (g, D)) ≤ 1,
(2)(fj , Cj) is a soft indispensable set of (f, C) to (g, D) if and only if

s((fj , Cj), (f, C), (g, D)) > 0,

(3) core((f, C), (g, D)) = ∪̃{(fj , Cj) | s((fj , Cj), (f, C), (g, D)) > 0, j =
1, 2, · · · , n}.
Theorem 3.13. Let (U, (f, C), (g, D)) be a soft decision system. Let k =
1, 2, . . . , m and 1 ≤ jk ≤ n, denote

(f ′, C ′) = ∪̃m
k=1(fjk

, Cjk
) and (ϕ′,K ′) =

m∧
k=1

(fjk
, Cjk

),

where C ′ =
m⋃

jk=1

Cjk
and K ′ = Cj1 × Cj2 × . . .× Cjm.

If γ((ϕ′,K ′), (g, D)) = γ((ϕ,K), (g, D)) and s((fj , Cj), (f ′, C ′), (g, D)) > 0,
then (f ′, C ′) is a relative reduction of (U, (f, C), (g, D)).

8
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3.5 The multi-attribute decision rule in soft decision sys-
tems

Definition 3.14. Let (U, (f, C), (g, D)) be a soft decision system. Let e ∈ K =
C1×C2× . . .×Cn, d ∈ D. The soft rough membership function of ϕ(e) relative
to g(d) is denoted and defined as follows

ξ(ϕ(e), g(d)) =
|ϕ(e) ∩ g(d)|

|ϕ(e)| .

Definition 3.15. Let (U, (f, C), (g, D)) be soft decision system. Let k = 1, 2, . . . , m
and 1 ≤ jk ≤ n, denote

(f ′, C ′) = ∪̃m
k=1(fjk

, Cjk
) and (ϕ′,K ′) =

m∧
k=1

(fjk
, Cjk

),

where C =
m⋃

jk=1

Cjk
and K ′ = Cj1 × Cj2 × . . . × Cjm. Let (f ′, C ′) be a relative

reduction of (U, (f, C), (g, D)). We call

If e, then d (ξ(ϕ′(e), g(d)))

the multi-attribute decision rule by induced (f ′, C ′) in (U, (f, C), (g, D)), where
e ∈ K ′, d ∈ D and ξ(ϕ′(e), g(d)) denotes the soft rough membership function of
ϕ′(e) relative to g(d), which expresses the support degree of rules.

4 An algorithm for multi-attribute decision mak-
ing based on soft rough sets

Based on above definitions and results, we will give an algorithm for the
multi-attribute decision rule.

Algorithms:
Step 1. Construct a soft decision system (U, (f, C), (g, D)).

Step 2. Calculate the dependent degree of (g, D) upon
n∧

i=1,i6=j

(fi, Ci) (j =

0, 1, 2, . . . , n).
Step 3. Calculate each conditional significance of (fj , Cj) in (f, C) relative

to (g, D) by Definition 3.11.
Step 4. Find core((f, C), (g, D)) by Proposition 3.12.
Step 5. Find relative reductions in (U, (f, C), (g, D)) by Theorem 3.13.
(1) If γ(core((f, C), (g, D)), (g, D)) = γ((f, C), (g, D)), then core((f, C), (g, D))

is a relative reduction in (U, (f, C), (g, D)). In this case, the process stops.
Otherwise, it continues (2).
(2) Denote

core((f, C), (g, D)) =
m∧

k=1

(fjk
, Cjk

), where k = 1, 2, . . . , m and 1 ≤ jk ≤ n.

9
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(a) Calculate the conditional significance of each bijective soft set (fi, Ci)
(i 6= jk) about ∪̃m

k=1(fjk
, Cjk

) relative to (g, D) by Definition 3.11.
(b) Select (fi, Ci) with maximal conditional significance one by one. If there

are many soft sets with the same maximal significant, we choose the attribute
set containing the most elements. So core((f, C), (g, D))∪̃(fi, Ci) is a relative
reduction in (U, (f, C), (g, D)).

Step 6. Obtain decision rules by relative reductions in the soft decision
system (U, (f, C), (g, D)).(Fig.1)

An algorithm

5 Conclusions

This method is based on cases of library history data analysis, then we can find
the useful information. The multi-attribute decision rule and the support degree
of rules provides scientific objective basis. This method reduces the search
domain and hence does a more efficient retrieval than the existing methods.
Therefore, the new evaluation method can help users to decide the component
adapter scheme and reduce pressure and subjectivity in the component reuse
process adapter decision-making.
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Abstract

In this study, we define the notion of modular ultrametric space. We present a fixed
point theorem in modular spherically complete ultrametric space, and prove coincidence
point theorem for three self maps in a modular spherically complete ultrametric space.

1 Introduction

Fixed point theory is a developing field of mathematics with various applications to

engineering, applied mathematics, some disciplines of sciences, etc. Fixed point theorems

play a key role in this theory. Under certain conditions, we get some results related to a self

map on any set, which allows one or more fixed points by means of them.

Ultrametric space is a kind of metric space but it has the strong triangle inequality, i.e.,

d(x, y) < max{d(x, z), d(z, y)}.
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This metric is also known non-Archimedean metric. The notion of ultrametric is utilized out-

side mathematics. For example, ultrametric distances are tools of taxonomy and phylogenetic

tree. The notion of ultrametric space was introduced by Van Rooij [32]. Gajic [13] proved

a fixed point theorem for a class of generalized contractive mapping on ultrametric space.

Rao et al. [30] introduced two coincidence point theorems for three and four self maps in a

spherically complete ultrametric space. Some fixed point results on ultrametric spaces were

given by Kirk and Shahzad [17]. There are also some studies in [10, 21].

Modular space was appeared by Nakano [24] in 1950. Many authors [19, 20, 25, 26, 27,

28, 29] gave some remarks on modular spaces. The concept of a modular metric space more

general than a metric space was presented by Chistyakov [6]. He also developed the theory of

modular metric spaces in [7, 8]. Chaipunya et al. [5] showed the existence of fixed point and

uniqueness of quasi-contractive mappings in modular metric spaces. Azadifar et al. [4] proved

the existence and uniqueness of a common fixed point of compatible mappings of integral

type in modular metric spaces. Hussain and Salimi [14] investigated the existence of fixed

points of generalized α-admissible modular contractive mappings in modular metric spaces.

Kilinc and Alaca [15] defined (ε, k)-uniformly locally contractive mappings and η-chainable

concept and proved a fixed point theorem for these concepts in complete modular metric

spaces. Many studies were done in [1, 2, 3, 9, 11, 12, 16, 18, 22, 31, 33, 34].

In this paper, we first introduce the notion of modular ultrametric space. We give some

fixed point theorems in a modular spherically complete ultrametric space.

2 Preliminaries

Definition 2.1. [27]. A modular on a real linear space X is a functional ρ : X −→ [0,∞]

satisfying the following statements:

(A1) ρ(0) = 0;

(A2) If x ∈ X and ρ(αx) = 0 for all positive real numbers α, then x = 0;

(A3) ρ(−x) = ρ(x) for all x ∈ X;

(A4) ρ(αx+ βy) ≤ ρ(x) + ρ(y) for all α, β ≥ 0 with α+ β = 1 and x, y ∈ X.

Let X be a nonempty set and λ ∈ (0,∞). We indicate that the function

ω : (0,∞)×X ×X → [0,∞]

is denoted by ωλ(x, y) = ω(λ, x, y) for all λ > 0 and x, y ∈ X.

Definition 2.2. [7]. Let X be a nonempty set. The function

ω : (0,∞)×X ×X → [0,∞]

is called a metric modular on X if, for all x, y, z ∈ X, the following conditions hold:

(i) ωλ(x, y) = 0 for all λ > 0 ⇔ x = y;

(ii) ωλ(x, y) = ωλ(y, x) for all λ > 0;

(iii) ωλ+µ(x, y) ≤ ωλ(x, z) + ωµ(z, y) for all λ, µ > 0.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1260 Cihangir Alaca et al 1259-1267



Modular ultrametric spaces

Let’s recall the definitions of two sets Xω and X∗ω [7]:

Xω ≡ Xω(x0) = {x ∈ X : ωλ(x, x0)→ 0 as λ→∞}

and

X∗ω ≡ X∗ω(x0) = {x ∈ X : ∃λ = λ(x) > 0 such that ωλ(x, x0) <∞}.

Definition 2.3. [32]. Let (X, d) be a metric space. If the metric d satisfies the strong triangle

inequality

d(x, y) ≤ max{d(x, z), d(z, y)}

for all x, y, z ∈ X, then it is called ultrametric on X. The pair (X, d) is said to be ultrametric

space.

3 Modular ultrametric spaces

In this section, we first give some new definitions.

Definition 3.1. Let (X,ω) be a modular metric space. If ω satisfies the strong triangle

inequality

ωλ(x, y) ≤ max{ωλ(x, z), ωλ(z, y)}

for all x, y, z ∈ X, then it is called a modular ultrametric on X.

Definition 3.2. Let (X,ω) be a modular ultrametric space. For r > 0 and x ∈ Xω, we define

the open sphere Bω(x, r) and the closed sphere Bω[x, r] with centre x and radius r as follows:

Bω(x, r) ={y ∈ Xω : ωλ(x, y) < r}
Bω[x, r] ={y ∈ Xω : ωλ(x, y) ≤ r}.

Definition 3.3. The modular ultrametric space X∗ω is called a modular spherically complete

ultrametric space if every nest of balls has a nonempty intersection.

Theorem 3.4. Let X∗ω be a modular spherically complete ultrametric space. Assume that

there exists an element x = x(λ) ∈ X∗ω such that ωλ(x, Tx) < ∞. If T : X∗ω → X∗ω is a map

such that for every x, y ∈ X∗ω, x 6= y,

(3.1) ωλ(Tx, Ty) < max{ωλ(x, Tx), ωλ(x, y), ωλ(y, Ty)},

then T has a unique fixed point.

Proof. Let Ba = Bω[a, ωλ(a, Ta)] be the closed sphere centered at a with the radius ωλ(a, Ta)

and let A be the collection of these spheres for all a ∈ X∗ω.

It is clear that the relation

Ba ≤ Bb ⇔ Bb ⊆ Ba

is a partial order on A.

Now we pay attention to a totally ordered subfamily A1 of A. Since X∗ω is modular spher-

ically complete, we have ⋂
Ba∈A1

Ba = B 6= ∅.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1261 Cihangir Alaca et al 1259-1267



C. Alaca, M.E. Ege, C. Park

Let b ∈ B, ba ∈ A1 and x ∈ Bb. Then we get the following:

ωλ(x, b) ≤ ωλ(b, T b) ≤ max{ωλ(b, a), ωλ(a, Ta), ωλ(Ta, Tb)}

(3.2) = max{ωλ(a, Ta), ωλ(Ta, Tb)}.

The case ωλ(Ta, Tb) ≤ ωλ(a, Ta) implies that

ωλ(x, b) ≤ ωλ(a, Ta).

In case of ωλ(Ta, Tb) > ωλ(a, Ta), it follows from (3.2) that

ωλ(x, b) ≤ ωλ(b, T b) ≤ωλ(Ta, Tb) < max{ωλ(a, Ta), ωλ(a, b), ωλ(b, T b)}
= max{ωλ(a, Ta), ωλ(b, T b)}.

By ωλ(b, T b) ≤ ωλ(a, Ta), we have

ωλ(x, b) ≤ ωλ(a, Ta)

and ωλ(b, T b) > ωλ(a, Ta) shows that ωλ(b, T b) < ωλ(b, T b), which is a contradiction. So

ωλ(x, b) ≤ ωλ(a, Ta) for x ∈ Bb.
Since we have

ωλ(x, a) ≤ ωλ(a, Ta),

x ∈ Ba and Bb ⊆ Ba for any Ba ∈ A1. Thus Bb is the upper bound for the family A. From

Zorn’s Lemma, we conclude that A has a maximal element Bz where z ∈ X∗ω.

Now we prove z = Tz. Suppose that z 6= Tz. The inequality (3.1) implies that

ωλ(Tz, T (Tz)) < ωλ(z, Tz).

If y ∈ BTz, then ωλ(y, Tz) ≤ ωλ(Tz, T (Tz)) < ωλ(z, Tz). In this case, we get

ωλ(y, z) ≤ max{ωλ(y, Tz), ωλ(Tz, z)} = ωλ(Tz, z),

i.e., y ∈ Bz and BTz ⊆ Bz. Moreover, z /∈ BTz since

ωλ(z, Tz) > ωλ(Tz, T (Tz)).

As a consequence, we have BTz ( Bz but it contradicts to the maximality of Bz. Hence we

have z = Tz.

It only remains to show the uniqueness. For this purpose, we take u as a different fixed

point. For u 6= z, we have

ωλ(z, u) = ωλ(Tz, Tu) < max{ωλ(Tz, z), ωλ(z, u), ωλ(u, Tu)} = ωλ(z, u)

which is a contradiction. This completes the proof.

Theorem 3.5. Let X∗ω be a modular ultrametric space, and let f, S, T : X∗ω → X∗ω be maps

satisfying

(1) f(X∗ω) is modular spherically complete,
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(2) ωλ(Sx, Ty) < max{ωλ(fx, fy), ωλ(fx, Sx), ωλ(fy, Ty)} for x, y ∈ X∗ω, x 6= y,

(3) fS = Sf, fT = Tf, ST = TS,

(4) S(X∗ω) ⊆ f(X∗ω), T (X∗ω) ⊆ f(X∗ω).

Then either fw = Sw or fw = Tw for some w ∈ X∗ω.

Proof. For a ∈ X∗ω, let Ba = [fa,max{ωλ(fa, Sa), ωλ(fa, Ta)}] denote the closed sphere

centered at fa with the radius max{ωλ(fa, Sa), ωλ(fa, Ta)}. Let A be the collection of all

the spheres for all a ∈ f(X∗ω). We state that the relation Ba ≤ Bb iff Bb ⊆ Ba is a partial

order on A. For a totally ordered subfamily A1 of A, since f(X∗ω) is modular spherically

complete, we have ⋂
Ba∈A1

Ba = B 6= ∅.

Let fb ∈ B where b ∈ f(X∗ω) and Ba ∈ A1. Then we have fb ∈ Ba and so

(3.3) ωλ(fb, fa) ≤ max{ωλ(fa, Sa), ωλ(fa, Ta)}.

If a = b, then Ba = Bb. Assume that a 6= b and x ∈ Bb. It follows from the condition (2) and

(3.3) that
ωλ(x, fb) ≤ max{ωλ(fb, Sb), ωλ(fb, T b)}

≤ max{ωλ(fb, fa), ωλ(fa, Ta), ωλ(Ta, Sb),

ωλ(fb, fa), ωλ(fa, Sa), ωλ(Sa, Tb)}
< max{ωλ(fb, fa), ωλ(fa, Ta), ωλ(fa, Sa),

max{ωλ(fb, fa), ωλ(fb, Sb), ωλ(fa, Ta)},
max{ωλ(fa, fb), ωλ(fa, Sa), ωλ(fb, T b)}}

= max{ωλ(fa, Sa), ωλ(fa, Ta)}.
Thus

(3.4) ωλ(x, fb) < max{ωλ(fa, Sa), ωλ(fa, Ta)}.

From (3.3) and (3.4), we get

ωλ(x, fa) ≤max{ωλ(x, fb), ωλ(fb, fa)}
≤max{ωλ(fa, Sa), ωλ(fa, Ta)}.

Therefore, x ∈ Ba. We have also Bb ⊆ Ba for any Ba ∈ A1 and Bb is an upper bound in A

for the family A1. By Zorn’s Lemma, there is a maximal element, denoted by Bz, in A, where

z ∈ F (X∗ω). There exists an element w ∈ X∗ω such that z = fw.

Suppose fw 6= Sw and fw 6= Tw. Since fS = Sf ,

ωλ(Sfw, TSw) < max{ωλ(f2w, fSw), ωλ(f2w, Sfw), ωλ(fSw, TSw)}
= ωλ(f2w, fSw).(3.5)

Since fT = Tf ,

ωλ(STw, Tfw) < max{ωλ(fTw, f2w), ωλ(fTw, STw), ωλ(f2w, Tfw)}
= ωλ(f2w, fTw)(3.6)
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Since ST = TS, it follows from (3.5) and (3.6) that

ωλ(Sfw, S2w) ≤ max{ωλ(Sfw, TSw), ωλ(TSw, Tfw), ωλ(Tfw, S2w)}
< max{ωλ(f2w, fSw), ωλ(f2w, fTw),

max{ωλ(fSw, f2w), ωλ(fSw, S2w), ωλ(f2w, Tfw)}}(3.7)

= max{ωλ(f2w, fSw), ωλ(f2w, fTw)}.

From (3.5) and (3.7), we have

max{ωλ(Sfw, TSw), ωλ(Sfw, S2w)}(3.8)

< max{ωλ(f2w, fSw), ωλ(f2w, fTw)}.

By (3.5) and (3.6),

ωλ(Tfw, T 2w) ≤ max{ωλ(Tfw, TSw), ωλ(TSw, Sfw), ωλ(Sfw, T 2w)}
< max{ωλ(f2w, fTw), ωλ(f2w, fSw),

max{ωλ(f2w, fTw), ωλ(f2w, Sfw), ωλ(fTw, T 2w)}}(3.9)

= max{ωλ(f2w, fTw), ωλ(f2w, fSw)}.

From (3.6) and (3.9), we have

max{ωλ(STw, Tfw), ωλ(Tfw, T 2w)}
< max{ωλ(f2w, fTw), ωλ(f2w, fSw)}.(3.10)

If max{ωλ(f2w, fTw), ωλ(f2w, fSw)} = ωλ(f2w, fSw), then from (3.8), we have

max{ωλ(Sfw, TSw), ωλ(Sfw, S2w)} < ωλ(f2w, fSw)

which gives f2w /∈ BSw. Hence fz /∈ BSw. But fz ∈ Bz. Hence Bz * BSw. It is a contradiction

to the maximality of Bz in A, since Sw ∈ S(X∗ω) ⊆ f(X∗ω). If

max{ωλ(f2w, fTw), ωλ(f2w, fSw)} = ωλ(f2w, fTw),

then from (3.10), max{ωλ(STw, Tfw), ωλ(Tfw, T 2w)} < ωλ(f2w, fTw) which gives f2w /∈
BTw. Hence fz /∈ BTw. Since fz ∈ Bz, we get Bz * BTw. It contradicts to the maximality of

Bz in A, since Tw ∈ T (X∗ω) ⊆ f(X∗ω). As a result, either fw = Sw or fw = Tw.

Proposition 3.6. Let X∗ω be a modular spherically complete ultrametric space and let

f, T : X∗ω → X∗ω

be maps satisfying T (X∗ω) ⊆ f(X∗ω) and

(3.11) ωλ(Tx, Ty) < max{ωλ(fx, fy), ωλ(fx, Tx), ωλ(fy, Ty)}

for all x, y ∈ X∗ω, with x 6= y. Then there exists z ∈ X∗ω such that fz = Tz. Moreover, if f

and T are coincidentally commuting at z, then z is a unique common fixed point of f and T .
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Proof. Let Ba = [fa, ωλ(fa, Ta)] represent the closed sphere centered at fa with radius

ωλ(fa, Ta) and let A be the collection of these spheres for all a ∈ X. By the same reasoning

as in Theorem 3.5, we conclude that A has a maximal element Bz for an element z ∈ X∗ω.

Let’s assume fz 6= Tz. Since Tz ∈ T (X) ⊆ f(X), there exists w ∈ X∗ω such that Tz = fw.

It is clear that w 6= z. From (3.11), we have

ωλ(fw, Tw) =ωλ(Tz, Tw)

<max{ωλ(fz, fw), ωλ(fz, Tz), ωλ(fw, Tw)}
=ωλ(fz, fw).

Thus fz /∈ Bw and Bz * Bw. This contradicts to the maximality of Bz. So fz = Tz.

On the other hand, we suppose that f and T are coincidentally commuting at z. Then

f2z = f(fz) = fTz = Tfz = T (Tz) = T 2z.

Suppose fz 6= z. By (3.11), we conclude that

ωλ(Tfz, Tz) <max{ωλ(f2z, fz), ωλ(f2z, Tfz), ωλ(fz, Tz)}
=ωλ(Tfz, Tz),

which is a contradiction. Thus z = fz = Tz.

Now we show the uniqueness. Let u be a different fixed point. For u 6= z, we have

ωλ(z, u) = ωλ(Tz, Tu) < max{ωλ(fz, fu), ωλ(fz, Tz), ωλ(fu, Tu)}
= ωλ(z, u),

which is a contradiction. As a consequence, we have the required result.
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Abstract. In this paper, we construct a backward difference scheme for a

class of SIRS epidemic models with nonlinear incidence rate βf(S)g(I) and

vaccination in susceptible. The dynamical properties of the scheme are in-

vestigated. By using the inductive method and the linearization method of

difference equations, the positivity and the boundedness of solutions, the ex-

istence and local stability of equilibria are obtained. By constructing new

discrete type Lyapunov functions, under the conditions which functions f(S)

and g(I) satisfy assumptions (H1)− (H3), the global stability of the equilibria

is obtained. That is, the disease-free equilibrium is globally asymptotically

stable if basic reproduction number R0 ≤ 1, and the endemic equilibrium is

globally asymptotically stable if R0 > 1.

Keywords: discrete SIRS epidemic model; backward difference scheme; non-

linear incidence; local and global stability; discrete Lyapunov function.

1. Introduction

As we well known, for some practical purposes, especially the numerical comput-

ing, it is often necessary to discretize the continuous-time model to a corresponding

discrete difference scheme, that is discrete dynamical model.

In recent years, aim at the continuous-time SIR and SIRS epidemic models, the

various discrete dynamical models are constructed, and the dynamical properties of

these models are studied in many articles, for example, see [1-22] and the reference

1
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therein. Many important results have been established. These results focus on: the

computation of the basic reproduction number, the local and global stability of the

disease-free equilibrium and endemic equilibrium, the permanence, persistence and

extinction of the disease, the bifurcation and chaos phenomena, etc.

Particularly, we see that, in [1,2], the authors studied a class of discrete SIRS

epidemic models with time delays and bilinear incidence derived from corresponding

continuous models by applying the nonstandard finite difference scheme (See [23-

26]), and the sufficient conditions on the global asymptotic stability of the disease-

free equilibrium and the permanence of the disease are established. In [3], the

authors studied a discrete SIRS epidemic model with bilinear incidence derived

from corresponding continuous model by applying the backward difference scheme,

and the sufficient and necessary conditions on the global asymptotic stability of

the disease-free equilibrium and endemic equilibrium are established. In [4], the

authors discussed a class of discrete SIRS epidemic models with general nonlinear

incidence derived from corresponding continuous model by applying the forward d-

ifference scheme, and the sufficient conditions for the existence and local stability

of the disease-free equilibrium and endemic equilibrium are obtained. In [5], the

authors discussed a class of discrete SIRS epidemic models with standard incidence

discretized from corresponding continuous model by applying the forward difference

scheme, and the sufficient condition for the global stability of the endemic equilib-

rium is established.

However, from above articles we easily see that the studies on the backward

difference scheme for SIRS epidemic models with nonlinear incidence are few. In this

paper, we construct a backward difference scheme for a class of continuous-time SIRS

epidemic models with nonlinear incidence βf(S)g(I) and vaccination in susceptible.

We will study the dynamical properties, especially the global asymptotic stability of

the disease-free equilibrium and endemic equilibrium for this discrete model. Firstly,

the basic properties of the model, such as, the positivity and the boundedness of

solutions, the existence and local stability of equilibria are discussed by using the

inductive method and the linearization method of difference equations. Further,

by constructing new discrete type Lyapunov functions which is different from those

given in [3] and using the theory of stability of difference equations, we will establish

the global asymptotic stability of equilibria under the assumptions (H1)− (H3) (see

2
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Section 2). That is, when assumptions (H1)−(H3) hold, the disease-free equilibrium

is globally asymptotically stable if and only if basic reproduction number R0 ≤ 1,

and the endemic equilibrium is globally asymptotically stable if and only if R0 > 1.

The organization of this paper is as follows. In the second section we firstly

introduce a backward difference scheme, that is discrete dynamical model, for SIRS

epidemic models with nonlinear incidence, and further give some basic assumptions.

In the third section the results on the positivity and boundedness of solutions, the

existence and local stability of equilibria for the model are stated and proved. In the

fourth section we will state and prove the theorems on the global asymptotic stability

of the disease-free equilibrium and endemic equilibrium for the model. Lastly, in

the fifth section we will give a conclusion.

2. Model description

We consider the following continuous SIRS epidemic model with nonlinear inci-

dence and vaccination in susceptible

dS

dt
= A− βf(S)g(I)− d1S − ηS + δR,

dI

dt
= βf(S)g(I)− d2I − γI,

dR

dt
= ηS + γI − d3R− δR,

(1)

where S(t), I(t) and R(t) denote the numbers of susceptible, infected and recovered

individuals at time t, respectively. A is the recruitment rate of the total popula-

tion, d1, d2, and d3 represent the death rate of susceptible, infected and recovered

individuals, respectively. Particularly, death rate d2 includes the natural death rate

and the disease-related death rate of the infected individuals. δ is the rate at which

recovered individuals lose immunity and return to the susceptible class. γ is the

natural recovery rate of the infective individuals, β is the proportionality constan-

t. f(S) and g(I) are continuous functions defined on [0,∞). The transmission of

the infection is governed by a nonlinear incidence rate βf(S)g(I). In this paper,

we always assume that δ is nonnegative constant, and A, d1, d2, d3, β, γ are positive

constants.

Now, we use the backward difference scheme to discretize model (1). Let h > 0

be the time step size. Since

dS(t)

dt
= lim

h→0

S(t+ h)− S(t)

h
,

dI(t)

dt
= lim

h→0

I(t+ h)− I(t)

h
,

3
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dR(t)

dt
= lim

h→0

R(t+ h)−R(t)

h
.

lim
h→0

(A− βf(S(t+ h))g(I(t+ h))− (d1 + η)S(t+ h) + δR(t+ h))

= A− βf(S(t))g(I(t))− (d1 + η)S(t) + δR(t),

lim
h→0

(βf(S(t+ h))g(I(t+ h))− (d2 + γ)I(t+ h))

= βf(S(t))g(I(t))− (d2 + γ)I(t)

and
lim
h→0

(ηS(t+ h) + γI(t+ h)− (d3 + δ)R(t+ h))

= ηS(t) + γI(t)− (d3 + δ)R(t),

we can assume from model (1) for any h > 0

S(t+ h)− S(t)

h
= A− βf(S(t+ h))g(I(t+ h))

−(d1 + η)S(t+ h) + δR(t+ h),

I(t+ h)− I(t)

h
= βf(S(t+ h))g(I(t+ h))− (d2 + γ)I(t+ h),

R(t+ h)−R(t)

h
= ηS(t+ h) + γI(t+ h)− (d3 + δ)R(t+ h).

(2)

Denote t = n, t + h = n + 1, S(t) = Sn, I(t) = In, R(t) = Rn, S(t + h) =

Sn+1, I(t + h) = In+1 and R(t + h) = Rn+1, then from (2) we further obtain the

following discrete SIRS epidemic model with nonlinear incidence and vaccination in

susceptible

Sn+1 − Sn = h[A− βf(Sn+1)g(In+1)− (d1 + η)Sn+1 + δRn+1],

In+1 − In = h[βf(Sn+1)g(In+1)− (d2 + γ)In+1],

Rn+1 −Rn = h[ηSn+1 + γIn+1 − (d3 + δ)Rn+1].

(3)

In this paper, our main aim namely is to investigate the dynamical properties of

model (3). The initial condition for model (3) is given in the following form

S0 > 0, I0 > 0, R0 ≥ 0. (4)

For model (3) we firstly introduce the following assumption.

(H1) Functions f(S) and g(I) are continuously differentiable and monotone

increasing on R, f(0) = g(0) = 0, I
g(I)

is monotone increasing on (0,+∞) and

g′(0) > 0.

Remark 1. It is obvious that assumption (H1) is basic for model (3). In

fact, when f(S) = Sp (where 0 < p ≤ 1) or f(S) = S
1+αS

and g(I) = I
1+ωI

, then

assumption (H1) naturally holds.

4
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Remark 2. If function g(I) satisfies that second order derivative g′′(I) exists

and g′′(I) ≤ 0 for all I ∈ [0,∞), then we can easily prove that I
g(I)

is monotone

increasing on I ∈ (0,+∞).

Define a function F (u, v) as follows. For any u, v ∈ R, if u ̸= v then F (u, v) =
f(u)−f(v)

u−v , and if u = v then F (u, u) = f ′(u). In order to obtain the global asymp-

totic stability of equilibria of model (3), we need to further introduce the following

assumption.

(H2) (d1 + d3)γ − (d2 + d3)η > 0.

(H3) There are positive constants K1 and K3 such that

4d1[d3 + k4(d3 + δ)] > (d1 + d3 − k4η −K1δF (u, v))
2

and

4K1(d1 + η)d2F (u, v) > (d1 + d2 −K3βF (u, v))
2

for any 0 < u, v ≤ A
d
with u ̸= v, where k4 =

d2+d3
γ

and d = min{d1, d2, d3}.
Remark 3. When f(S) ≡ S, we have F (u, v) ≡ 1. Choosing positive constants

K1 =
d1+d3−k4η

δ
and K2 =

d1+d2
β

, then assumption (H3) naturally holds.

Remark 4. When f(S) = S
1+ωS

, we have that there is a ξ = ξ(u, v) ∈ (0, A
d
)

such that F (u, v) = 1
(1+ωξ)2

. Obviously,

1

(1 + ωA
d
)2

≤ F (u, v) =
1

(1 + ωξ)2
≤ 1

for all u, v ∈ (0, A
d
] with u ̸= v. Choose positive constants

K1 =
2(d1 + d3 − k4η)(1 + ωA

d
)2

δ(1 + (1 + ωA
d
)2)

, K3 =
2(d1 + d2)(1 + ωA

d
)2

β(1 + (1 + ωA
d
)2)

,

then we can easily obtain that

(d1 + d3 − k4η −K1δF (u, v))
2 ≤ (1−

2(1 + ωA
d
)2

1 + (1 + ωA
d
)2
)2(d1 + d3 − k4η)

2,

(d1 + d2 −K3βF (u, v))
2 ≤ (1−

2(1 + ωA
d
)2

1 + (1 + ωA
d
)2
)2(d1 + d2)

2

and

4K1(d1 + η)d2F (u, v) ≥ 8(d1 + η)d2
d1 + d3 − k4η

δ(1 + (1 + ωA
d
)2)

for all u, v ∈ (0, A
d
] with u ̸= v.

5
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Therefore, for f(S) = S
1+ωS

, if we assume that the following conditions hold

4d1(d3 + k4(d3 + δ)) > (1−
2(1 + ωA

d
)2

1 + (1 + ωA
d
)2
)2(d1 + d3 − k4η)

2 (5)

and

8(d1 + η)d2
d1 + d3 − k4η

δ(1 + (1 + ωA
d
)2)

> (1−
2(1 + ωA

d
)2

1 + (1 + ωA
d
)2
)2(d1 + d2)

2, (6)

then it can be easily proved that assumption (H3) holds.

Particularly, when ω = 0, that is f(S) ≡ S, we easily see that conditions (5) and

(6) naturally hold.

3. Basic properties

Firstly, on the existence of positive solutions with initial condition (4) and the

boundedness of all solutions of model (3), we have the following results.

Theorem 1. Suppose that (H1) holds. Then model (3) has a unique positive

solution (Sn, In, Rn) for all n ≥ 0 with initial condition (4), and

lim sup
n→∞

(Sn + In +Rn) ≤
A

d
,

where d = min{d1, d2, d3}.
Proof: When n = 0, from model (3) we have

(1 + h(d1 + η))S1 = S0 + h[A+ δR1 − βf(S1)g(I1)],

(1 + h(d2 + γ))I1 = I0 + hβf(S1)g(I1),

(1 + h(d3 + δ))R1 = R0 + h[ηS1 + γI1].

(7)

Solving S1 from (7), we obtain

S1 =
1

1 + h(d1 + η)
[S0 + h(A+ δR1) + I0 − (1 + h(d2 + γ))I1]

=
1

1 + h(d1 + η)
[S0 + I0 + h(A+

δR0

1 + h(d3 + δ)
)

−(1 + h(d2 + γ)− h2γδ

1 + h(d3 + δ)
)I1 +

h2δη

1 + h(d3 + δ)
S1].

Therefore, (7) is equivalent to

S1 = a−1 1

1 + h(d1 + η)
[S0 + I0 + h(A+

δR0

1 + h(d3 + δ)

−(1 + h(d2 + γ)− h2γδ

1 + h(d3 + δ)
)I1],

I1 =
I0 + hβf(S1)g(I1)

1 + h(d2 + γ)
, R1 =

R0 + hγI1
1 + h(d3 + δ)

,

(8)

6
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where

a = 1− h2δη

(1 + h(d1 + η))(1 + h(d3 + δ))
.

Obviously, a > 0, 1 + h(d2 + γ)− h2γδ
1+h(d3+δ)

> 0. Let

Ī1 =
S0 + I0 + h(A+ δR0

1+h(d3+δ)
)

1 + h(d2 + γ)− h2γδ
1+h(d3+δ)

,

then from (8) we have S1 > 0 when 0 < I1 < Ī1, S1 < 0 when I1 > Ī1, and S1 = 0

when I1 = Ī1.

Let

Ψ∗(I1) ,
I1
g(I1)

− 1

1 + h(d2 + γ)
(
I0
g(I1)

+ hβf(S1))

with

S1 = a−1 1

1 + h(d1 + η)
[S0 + I0 + h(A+

δR0

1 + h(d3 + δ)
)

−(1 + h(d2 + γ)− h2γδ

1 + h(d3 + δ)
)I1].

Then, from (8) we have Ψ∗(I1) = 0. Under assumption (H1), we obtain that Ψ∗(I1)

is monotonically increasing for I1 > 0 and limI1→0Ψ
∗(I1) = −∞. On the other

hand, when I1 = Ī1 we have f(S1) = f(0) = 0 and hence,

Ψ∗(Ī1) =
Ī1
g(Ī1)

− 1

1 + h(d2 + γ)

I0
g(Ī1)

=
1

g(Ī1)
(Ī1 −

I0
1 + h(d2 + γ)

) > 0.

Therefore, Ψ∗(I1) = 0 has a unique positive solution y∗ ∈ (0, Ī1). That is,

y∗ =
1

1 + h(d2 + γ)
(I0 − hβf(S1)g(y

∗)).

Now, we show that y∗ is the unique solution of Ψ∗(I1) = 0 on (0,∞). Otherwise,

there is a y′ ∈ [Ī1,∞) such that Ψ∗(y′) = 0. Since y′ ≥ Ī1, we have that S1 ≤ 0

when I1 = y′. From (H1), we have f(S) ≤ 0 for any S ≤ 0. Hence, from Ψ∗(y′) = 0

we further have y′ ≤ I0
1+h(d2+γ)

. On the other hand, since Ī1 >
I0

1+h(d2+γ)
, we obtain

y′ > I0
1+h(d2+γ)

, which leads to a contradiction.

Therefore, we have I1 = y∗ > 0. Again from (8), we further also have S1 > 0

and R1 > 0. This shows that from (7) we can obtain a unique positive solution

(S1, I1, R1).

7
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When n = 1, a similarly argument as in above, we can obtain a unique positive

solution (S2, I2, R2) satisfying model (3) at n = 1. By using the induction, we finally

obtain a unique positive solution (Sn, In, Rn) for all n > 0 satisfying model (3).

Let Nn = Sn + In +Rn, then from model (3) we have

Nn = Nn−1 + h(A− d1Sn − d2In − d3Rn) ≤ Nn−1 + h(A− dNn).

Hence,

Nn ≤ hA+Nn−1

1 + hd
.

By using iteration method, we obtain

Nn ≤ hA

1 + hd
+

hA

(1 + hd)2
+ · · ·+ hA

(1 + hd)n
+

N0

(1 + hd)n

=
A

d
[1− 1

(1 + hd)n
] +

N0

(1 + hd)n
.

Therefore, it holds that lim supn→+∞Nn ≤ A
d
. This completes the proof.

The basic reproduction number for model (3) can be defined by

R0 =
βf(S0)g′(0)

d2 + γ
,

where S0 = A(d3+δ)
d1(d3+δ)+d3η

. On the existence of equilibria of model (3), we have the

following result.

Theorem 2. Suppose that (H1) holds.

(1). If R0 ≤ 1, then model (3) has only a unique disease-free equilibrium E0 =

(S0, 0, R0), where S0 is given in the above and R0 = ηA
d1(d3+δ)+d3η

.

(2). If R0 > 1, then model (3) has a unique endemic equilibrium E∗ = (S∗, I∗, R∗),

except for disease-free equilibrium E0.

Proof: We know that any equilibrium E = (S, I, R) of model (3) satisfies the

following equation

A− βf(S)g(I)− (d1 + η)S + δR = 0,

βf(S)g(I)− (d2 + γ)I = 0,

ηS + γI − (d3 + δ)R = 0.

(9)

Firstly, when I = 0, we have

A− (d1 + η)S + δR = 0, ηS − (d3 + δ)R = 0.

From this, we directly obtain disease-free equilibrium E0 = (S0, 0, R0).

8
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Second, when I > 0, from equation (9), we obtain

R =
ηS + γI

δ + d3
, S = S0 − d2(δ + d3) + d3γ

d1(δ + d3) + d3η
I.

Substituting S into the second equation of (9) and we have

βf(S0 − d2(δ + d3) + d3γ

d1(δ + d3) + d3η
I)g(I)− (d2 + γ)I = 0.

Let

H(I) = βf(S0 − d2(δ + d3) + d3γ

d1(δ + d3) + d3η
I)
g(I)

I
− (d2 + γ).

By assumption (H1), H(I) is strictly monotone decreasing on (0,+∞) and satisfies

lim
I→0+

H(I) = βf(S0)g′(0)− (d2 + γ) = (d2 + γ)(R0 − 1)

and we also have H(Ī) = −(d2 + γ) < 0, where Ī = S0(d1(d3+δ)+d3η)
d2(d3+δ)+d3γ

.

When R0 ≤ 1, we have limI→0+ H(I) ≤ 0. Consequently, there is not any I∗ > 0

such thatH(I∗) = 0. Therefore, model (3) only has a unique disease-free equilibrium

E0.

When R0 > 1, we have limI→0+ H(I) > 0. Therefore, there exists a unique

I∗ ∈ (0, Ī) such that H(I∗) = 0. Furthermore, we have S∗ = S0 − d2(δ+d3)+d3γ
d1(δ+d3)+d3η

I∗ > 0

and R∗ = ηS∗+γI∗

δ+d3
> 0. This implies that model (3) has a unique endemic equilibrium

E∗ = (S∗, I∗, R∗). This completes the proof.

Further, on the local stability of equilibria of model (3), we have the following

result.

Theorem 3. Suppose that (H1) holds.

(1). When R0 < 1, then disease-free equilibrium E0 of model (3) is locally

asymptotically stable.

(2). When R0 > 1, then disease-free equilibrium E0 of model (3) is unstable,

and endemic equilibrium E∗ is locally asymptotically stable.

Proof: Calculating the linearization system of model (3) at equilibrium E0, we

have
un+1 − un = h[βf(S0)g′(0)vn+1 − (d1 + η)un+1 + δwn+1],

vn+1 − vn = h[βf(S0)g′(0)vn+1 − (d2 + γ)vn+1],

wn+1 − wn = h[ηun+1 + γvn+1 − (d3 + δ)wn+1].

(10)

From the second equation of system (10), we have

vn+1 =
vn

1 + h[d2 + γ − βf(S0)g′(0)]
. (11)

9

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1276 Zhidong Teng et al 1268-1289



When R0 < 1, we obtain

0 <
1

1 + h[d2 + γ − βf(S0)g′(0)]
=

1

1 + h(d2 + γ)(1−R0)
< 1.

Therefore, from (11) we have limn→∞ vn = 0. From the first and third equations of

system (10) we have(
un+1

wn+1

)
= A−1

(
un

wn

)
+ A−1

(
−hβf(S0)g′(0)

hγ

)
vn+1, (12)

where

A =

(
1 + h[d1 + η] −hδ

−hη 1 + h[d3 + δ]

)
.

It is clear that two eigenvalues λi (i = 1, 2) of matrix A satisfy |λi| > 1. Hence,

norms of two eigenvalues of A−1 are less than one. Since limn→∞ vn = 0, from (12)

we can obtain limn→∞ un = 0 and limn→∞wn = 0. This shows that equilibrium E0

of model (3) is locally stable.

When R0 > 1, since | 1
1+h[d2+γ−βf(S0)g′(0)]

| > 1, from (11) we obtain limn→∞ vn =

∞. Therefore, E0 is unstable.

Calculating the linearization system of model (3) at equilibrium E∗, we have

un+1 = un − h[βf ′(S∗)g(I∗)un+1 − βf(S∗)g′(I∗)vn+1

−(d1 + η)un+1 + δwn+1],

vn+1 = vn + h[βf ′(S∗)g(I∗)un+1 + βf(S∗)g′(I∗)vn+1 − (d2 + γ)vn+1],

wn+1 = wn + h[ηun+1 + γvn+1 − (d3 + δ)wn+1].

(13)

Let

A =

 1 + h[βf ′(S∗)g(I∗) + d1 + η] hβf(S∗)g′(I∗) −hδ
−hβf ′(S∗)g(I∗) 1− h[βf(S∗)g′(I∗)− d2 − γ] 0

−hη −hγ 1 + h[d3 + δ]


and Xn = (un, vn, wn)

T , then equation (13) can be rewrote into

Xn+1 = A−1Xn. (14)

It is clear that if all eigenvalues λ of matrix −A satisfy |λ| > 1, then all eigenvalues σ

of matrix A−1 will satisfy |σ| < 1. The characteristic equation of −A is |λE+A| = 0,

where E is the unit matrix. Let r = λ+1
h
, then we easily obtain

|λE + A| = r3 + ar2 + br + c,

10
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where

a = d1 + η + βf ′(S∗)g(I∗) + d3 + δ + d2 + γ − βf(S∗)g′(I∗),

b = d1(d3 + δ) + d3η + (d3 + δ)βf ′(S∗)g(I∗) + (d2 + γ)βf ′(S∗)g(I∗)

(d3 + δ + d1 + η)(d2 + γ − βf(S∗)g′(I∗))

and

c = (d1(d3 + δ) + d3η)(d2 + γ − βf(S∗)g′(I∗)) + (d2(d3 + δ) + d3γ)βf
′(S∗)g(I∗).

From assumption (H1), we easily obtain g(I)
I

− g′(I) ≥ 0 for all I > 0. Since

βf(S∗)g(I∗)− (d2 + γ)I∗ = 0, we obtain d2 + γ− βf(S∗)g′(I∗) ≥ 0. Hence, we have

a > 0, b > 0 and c > 0. By calculating, we further obtain

ab− c = (d1 + η + d3 + δ)[(d2 + γ − βf(S∗)g′(I∗))2

+(d3 + δ)(d1 + βf ′(S∗)g(I∗)) + d3η]

+(d2 + γ − βf(S∗)g′(I∗))[(d3 + δ + d1 + η)2

+βf ′(S∗)g(I∗)(2(d3 + δ) + d2 + γ + d1 + η)]

+βf ′(S∗)g(I∗)[(d1 + η)(d2 + γ) + d1(d3 + δ) + γδ]

+(βf ′(S∗)g(I∗))2(d2 + γ + d3 + δ) > 0.

Therefore, by the Routh-Hurwitz criterion all roots of equation

r3 + ar2 + br + c = 0

have the negative real parts. Since λ = hr−1, we further obtain that all eigenvalues

λ of matrix −A satisfy |λ| > 1. Therefore, the zero solution X = 0 of equation (14)

is asymptotically stable. This shows that equilibrium E∗ is locally asymptotically

stable. This completes the proof.

Remark 5. From Theorems 3 we directly see that assumptions (H2) and (H3)

only are used to obtain the global asymptotic stability of equilibria of model (3).

Remark 6. From the results obtained in this section, we easily see that the

backward difference scheme, that is discrete dynamical model (3), for a class of

SIRS epidemic models (1) with nonlinear incidence is provided for us with excellent

properties in the local stability of equilibria and the permanence of disease. These

properties nearly are same to corresponding continuous-time model (1).

4. The global stability

11
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Now, we study the stability of equilibria of model (3). Firstly, on the global

stability of disease-free equilibrium E0, we have the following result:

Theorem 4. Suppose that (H1)− (H3) hold. If R0 ≤ 1, then for any time step

size h > 0 disease-free equilibrium E0 of model (3) is globally asymptotically stable.

Proof: Model (3) can be rewritten as the following form

Sn+1 − Sn = h[−(d1 + η)(Sn+1 − S0)− βg(In+1)(f(Sn+1)− f(S0))

+δ(Rn+1 −R0)− βf(S0)g(In+1)],

In+1 − In = h[βg(In+1)(f(Sn+1)− f(S0))

−(d2 + γ)In+1 + βf(S0)g(In+1)],

Rn+1 −Rn = h[η(Sn+1 − S0) + γIn+1 − (d3 + δ)(Rn+1 −R0)].

(15)

We consider the following Lyapunov function

Wn =
1

2
(Sn − S0 + In +Rn −R0)2 + k1

∫ Sn

S0

(f(τ)− f(S0))dτ

+(k2 + k3)In +
k4
2
(Rn −R0)2,

where ki (i = 1, 2, 3, 4) are positive constants which will be determined in the follow-

ing. Calculating difference of Wn along solutions of equation (15), by assumption

(H1) we have

Wn+1 −Wn = k1

∫ Sn+1

Sn

(f(τ)− f(S0))dτ + (k2 + k3)(In+1 − In)

+
k4
2
[(Rn+1 −R0)2 − (Rn −R0)2]

+
1

2
[(Sn+1 − S0 + In+1 +Rn+1 −R0)2

−(Sn − S0 + In +Rn −R0)2]

= k1(Sn+1 − Sn)(f(Sn+1)− f(S0)) + (k2 + k3)(In+1 − In)

+
k4
2
[(Rn+1 −Rn)(Rn −Rn+1 + 2(Rn+1 −R0)]

+
1

2
[(Sn+1 − Sn + In+1 − In +Rn+1 −Rn)

×(Sn − Sn+1 + 2(Sn+1 − S0) + In − In+1

+2In+1 +Rn −Rn+1 + 2(Rn+1 −R0)]

≤ k1(Sn+1 − Sn)(f(Sn+1)− f(S0)) + (k2 + k3)(In+1 − In)

+k4(Rn+1 −Rn)(Rn+1 −R0) + (Sn+1 − S0 + In+1 +Rn+1 −R0)

×(Sn+1 − Sn + In+1 − In +Rn+1 −Rn)

= k1h[−(d1 + η)(Sn+1 − S0)− βg(In+1)(f(Sn+1)− f(S0))
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+δ(Rn+1 −R0)− βf(S0)g(In+1)](f(Sn+1)− f(S0))

+k2h[βg(In+1)(f(Sn+1)− f(S0))− (d2 + γ)In+1

+βf(S0)g(In+1)] + k3h(βf(Sn+1)g(In+1)− (d2 + γ)In+1)

+k4h[η(Sn+1 − S0) + γIn+1 − (d3 + δ)(Rn+1 −R0)]

×(Rn+1 −R0) + h[−d1(Sn+1 − S0)− d2In+1

−d3(Rn+1 −R0)]× (Sn+1 − S0 + In+1 +Rn+1 −R0)

Since R0 =
βf(S0)g′(0)

d2+γ
≤ 1, we have βf(S0)g′(0) ≤ d2 + γ. Under assumption (H1),

we have
g(In+1)

In+1

≤ lim
I→0+

g(I)

I
= g′(0).

Choosing constants k2 = k1f(S
0) and k4 =

d2+d3
γ

, we further have

Wn+1 −Wn ≤ −k1hβg(In+1)(f(Sn+1)− f(S0))2 − d1h(Sn+1 − S0)2

−d2hI2n+1 − k4h(d3 + δ)(Rn+1 −R0)2

−d3h(Rn+1 −R0)2 − h(d1 + d2)(Sn+1 − S0)In+1

−h(d1 + d3 − k4η)(Sn+1 − S0)(Rn+1 −R0)

−(d1 + η)k1h[f(Sn+1)− f(S0)](Sn+1 − S0)

+k1hδ(f(Sn+1)− f(S0))(Rn+1 −R0)

+k2hβf(S
0)In+1[

g(In+1)

In+1

− g′(0)]

+k3hβIn+1[f(Sn+1)(
g(In+1)

In+1

− g′(0)) + g′(0)(f(Sn+1)− f(S0))]

≤ −d1h(Sn+1 − S0)2 − d2hI
2
n+1 − (k4(d3 + δ) + d3)h(Rn+1 −R0)2

+k1hδ(f(Sn+1)− f(S0))(Rn+1 −R0)

−(d1 + η)k1h[f(Sn+1)− f(S0)](Sn+1 − S0)

−(d1 + d2)h(Sn+1 − S0)In+1 + k3hβg
′(0)In+1(f(Sn+1)− f(S0))

−(d1 + d3 − k4η)h(Sn+1 − S0)(Rn+1 −R0)

= −d1h(Sn+1 − S0)2 − d2hI
2
n+1 − (k4(d3 + δ) + d3)h(Rn+1 −R0)2

−(d1 + d3 − k4η)h(Sn+1 − S0)(Rn+1 −R0)

−(d1 + d2)h(Sn+1 − S0)In+1

−(d1 + η)k1h[
f(Sn+1)− f(S0)

Sn+1 − S0
](Sn+1 − S0)2

+k1hδ(
f(Sn+1)− f(S0)

Sn+1 − S0
)(Sn+1 − S0)(Rn+1 −R0)
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+k3hβg
′(0)In+1(Sn+1 − S0)(

f(Sn+1)− f(S0)

Sn+1 − S0
)

= −h[(Sn+1 − S0, In+1)P (Sn+1 − S0, In+1)
T

+(Sn+1 − S0, Rn+1 −R0)Q(Sn+1 − S0, Rn+1 −R0)T ],

where

P =

(
k1(d1 + η)F (Sn+1, S

0) p12

p12 d2,

)
, Q =

(
d1 q12

q12 [d3 + k4(d3 + δ)]

)

with

p12 =
1

2
(d1 + d2 − k3βg

′(0)F (Sn+1, S
0)),

q12 =
1

2
(d1 + d3 − k4η − k1δF (Sn+1, S

0)).

Further, we choose k1 = K1 and k3 = K3

g′(0)
, then assumption (H3) implies that

matrices P and Q are positive definite. This implies that

Wn+1 −Wn < 0 for all (Sn, In, Rn) ̸= (S0, 0, R0).

By the Lyapunov’s theorems on the global asymptotical stability for difference e-

quations [28], we obtain that disease-free equilibrium E0 is globally asymptotically

stable. This completes the proof.

Remark 7. In articles [1-3,5], the authors studied the global properties of

solutions for the various discrete difference scheme, such as the nonstandard finite

difference scheme, backward difference scheme and forward difference scheme, for

continuous-time SIRS epidemic models. The condition that the death rate (d1) of

susceptible is less than or equal to the death rate (d2) of infected and the death

rate (d3) of recovered, that is, d1 ≤ min{d2, d3} is required. Therefore, the global

asymptotic stability of the disease-free equilibrium can be established only when the

basic reproduction number R0 ≤ 1, except for some basic assumptions, for example,

such as assumption (H1) for model (3).

However, in this paper we do not require the condition d1 ≤ min{d2, d3} for model

(3). Therefore, in order to obtain the global stability of the disease-free equilibrium

of model (3), a new Lyapunov function is constructed and the assumption (H3) is

introduced.

On the global stability of the endemic equilibrium E∗, we have the following

result.
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Theorem 5. Suppose that (H1)− (H3) hold. If R0 > 1, then for any time step

size h > 0 endemic equilibrium E∗ of model (3) is globally asymptotically stable.

Proof: The model (3) can be rewritten as the following form:

Sn+1 − Sn = h[−βg(In+1)[f(Sn+1)− f(S∗)]− (d1 + η)(Sn+1 − S∗)

+δ(Rn+1 −R∗)− βf(S∗)(g(In+1)− g(I∗))],

In+1 − In = h[βg(In+1)(f(Sn+1)− f(S∗))− (d2 + γ)(In+1 − I∗)

+βf(S∗)(g(In+1)− g(I∗))],

Rn+1 −Rn = h[η(Sn+1 − S∗) + γ(In+1 − I∗)− (d3 + δ)(Rn+1 −R∗)].

(16)

Since (d2 + γ)I∗ = βf(S∗)g(I∗), we also have

In+1 − In = h[βf(Sn+1)g(In+1)− (d2 + γ)In+1]

= βhIn+1[f(Sn+1)
g(In+1)

In+1

− f(S∗)
g(I∗)

I∗
]

= βhIn+1[f(Sn+1)(
g(In+1)

In+1

− g(I∗)

I∗
) +

g(I∗)

I∗
(f(Sn+1)− f(S∗))]

(17)

and
Sn+1 − Sn + In+1 − In +Rn+1 −Rn

= −d1(Sn+1 − S∗)− d2(In+1 − I∗)− d3(Rn+1 −R∗).
(18)

We consider the following Lyapunov function

Vn =
1

2
(Sn − S∗ + In − I∗ +Rn −R∗)2 + k1

∫ Sn

S∗
(f(τ)− f(S∗))dτ

+k2

∫ In

I∗

g(τ)− g(I∗)

g(τ)
dτ + k3(In − I∗ − I∗ ln

In
I∗

) +
k4
2
(Rn −R∗)2,

where ki (i = 1, 2, 3, 4) are positive constants which will be determined in the fol-

lowing. Calculating difference of Vn along equation (16), then by (17) and (18) we

have

Vn+1 − Vn = k1[

∫ Sn+1

Sn

(f(τ)− f(S∗))dτ ] + k2

∫ In+1

In

g(τ)− g(I∗)

g(τ)
dτ

+k3(In+1 − In − I∗ ln
In+1

In
) +

k4
2
[(Rn+1 −R∗)2 − (Rn −R∗)2]

+
1

2
[(Sn+1 − S∗ + In+1 − I∗ +Rn+1 −R∗)2

−(Sn − S∗ + In − I∗ +Rn −R∗)2]

≤ k1(Sn+1 − Sn)(f(Sn+1)− f(S∗))

+k2(In+1 − In)(
g(In+1)− g(I∗)

g(In+1)
) + k3(In+1 − In)

In+1 − I∗

In+1

+
k4
2
(Rn+1 −Rn)(Rn −Rn+1 + 2(Rn+1 −R∗))

+
1

2
(Sn+1 − Sn + In+1 − In +Rn+1 −Rn)
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×(Sn − Sn+1 + 2(Sn+1 − S∗) + In − In+1

+2(In+1 − I∗) +Rn −Rn+1 + 2(Rn+1 −R∗))

≤ k1(Sn+1 − Sn)(f(Sn+1)− f(S∗)) + k4(Rn+1 −Rn)(Rn+1 −R∗)

+k2(In+1 − In)(
g(In+1)− g(I∗)

g(In+1)
) + k3(In+1 − In)

In+1 − I∗

In+1

+(Sn+1 − Sn + In+1 − In +Rn+1 −Rn)

×(Sn+1 − S∗ + In+1 − I∗ +Rn+1 −R∗)

= k1h[−βg(In+1)[f(Sn+1)− f(S∗)]− (d1 + η)(Sn+1 − S∗) + δ(Rn+1 −R∗)

−βf(S∗)(g(In+1)− g(I∗))](f(Sn+1)− f(S∗))

+k2h[βg(In+1)(f(Sn+1)− f(S∗))− (d2 + γ)(In+1 − I∗)

+βf(S∗)(g(In+1)− g(I∗))](
g(In+1)− g(I∗)

g(In+1)
)

+k3h[βf(Sn+1)(
g(In+1)

In+1

− g(I∗)

I∗
) + β

g(I∗)

I∗
(f(Sn+1)− f(S∗))](In+1 − I∗)

+k4h[η(Sn+1 − S∗) + γ(In+1 − I∗)− (d3 + δ)(Rn+1 −R∗)](Rn+1 −R∗)

−h(d1(Sn+1 − S∗) + d2(In+1 − I∗) + d3(Rn+1 −R∗))

×(Sn+1 − S∗ + In+1 − I∗ +Rn+1 −R∗)

Choosing constants k2 = k1f(S
∗) and k4 =

d2+d3
γ

, we further have

Vn+1 − Vn ≤ −d1h(Sn+1 − S∗)2 − d2h(In+1 − I∗)2

−h[k4(d3 + δ) + d3](Rn+1 −R∗)2 − (d1 + d2)h(Sn+1 − S∗)(In+1 − I∗)

−(d1 + d3 − k4η)h(Rn+1 −R∗)(Sn+1 − S∗)

−k1(d1 + η)h(Sn+1 − S∗)(f(Sn+1)− f(S∗))

+k1hδ(Rn+1 −R∗)(f(Sn+1)− f(S∗))

+k2h
g(In+1)− g(I∗)

g(In+1)
[βf(S∗)(g(In+1))− g(I∗))− (d2 + γ)(In+1 − I∗)]

+k3hβf(Sn+1)(In+1 − I∗)(
g(In+1)

In+1

− g(I∗)

I∗
)

+k3hβ
g(I∗)

I∗
(In+1 − I∗)(f(Sn+1)− f(S∗)).

From assumption (H1) and d2 + γ = βf(S∗)g(I
∗)

I∗
, we have

k2
g(In+1)− g(I∗)

g(In+1)
[βf(S∗)(g(In+1)− g(I∗))− (d2 + γ)(In+1 − I∗)]

= k2
g(In+1)− g(I∗)

g(In+1)
[βf(S∗)g(In+1)− (d2 + γ)In+1]

=
k2βf(S

∗)In+1

g(In+1)
(g(In+1)− g(I∗))[

g(In+1)

In+1

− g(I∗)

I∗
] ≤ 0
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and

k3βf(Sn+1)(In+1 − I∗)(
g(In+1)

In+1

− g(I∗)

I∗
) ≤ 0.

Hence,

Vn+1 − Vn ≤ −d1h(Sn+1 − S∗)2 − d2h(In+1 − I∗)2

−h[k4(d3 + δ) + d3](Rn+1 −R∗)2 − (d1 + d2)h(Sn+1 − S∗)(In+1 − I∗)

−(d1 + d3 − k4η)h(Rn+1 −R∗)(Sn+1 − S∗)

−k1(d1 + η)h(Sn+1 − S∗)(f(Sn+1)− f(S∗))

+k1hδ(Rn+1 −R∗)(f(Sn+1)− f(S∗))

+k3hβ
g(I∗)

I∗
(In+1 − I∗)(f(Sn+1)− f(S∗))

= −d1h(Sn+1 − S∗)2 − d2h(In+1 − I∗)2

−h[k4(d3 + δ) + d3](Rn+1 −R∗)2 − (d1 + d2)h(Sn+1 − S∗)(In+1 − I∗)

−(d1 + d3 − k4η)h(Rn+1 −R∗)(Sn+1 − S∗)

−k1(d1 + η)h(Sn+1 − S∗)2
f(Sn+1)− f(S∗)

Sn+1 − S∗

+k1hδ(Rn+1 −R∗)(Sn+1 − S∗)
f(Sn+1)− f(S∗)

Sn+1 − S∗

+k3hβ
g(I∗)

I∗
(In+1 − I∗)(Sn+1 − S∗)

f(Sn+1)− f(S∗)

Sn+1 − S∗

= −h[(Sn+1 − S∗, In+1 − I∗)P (Sn+1 − S∗, In+1 − I∗)T

+(Sn+1 − S∗, Rn+1 −R∗)Q(Sn+1 − S∗, Rn+1 −R∗)T ],

where

P =

(
k1(d1 + η)F (Sn+1, S

∗) p12

p12 d2

)
, Q =

(
d1 q12

q12 [d3 + k4(d3 + δ)]

)
with

p12 =
1

2
(d1 + d2 − k3β

g(I∗)

I∗
F (Sn+1, S

∗)),

q12 =
1

2
(d1 + d3 − k4η − k1δF (Sn+1, S

∗)).

Further, we choose k1 = K1 and k3 = K3
I∗

g(I∗)
, then assumption (H3) implies

that matrices P and Q are positive definite. This implies that

Vn+1 − Vn < 0 for all (Sn, In, Rn) ̸= (S∗, I∗, R∗).

By the Lyapunov’s theorems on the globally asymptotical stability for difference

equations [28], we directly obtained that the endemic equilibrium E∗ is globally

asymptotically stable. This completes the proof.
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Remark 8. From the above discussion we immediately see that constant R0

is the basic reproduction number of model (3) and it can completely determine the

global asymptotic stability of model (3).

Remark 9. From the above discussions we easily see that assumption (H2)

only is used to ensure the positivity of constant K1. When η = 0, that is, there is

not vaccination in susceptible, then assumption (H2) naturally holds.

As consequences of Theorems 4 and 5, combining Remarks 3 and 4 we have the

following corollaries.

Corollary 1. Assume that in model (3) f(S) ≡ S and (H1) and (H2) hold.

(1). If R0 ≤ 1, then disease-free equilibrium E0 of model (3) is globally asymp-

totically stable.

(2). If R0 > 1, then endemic equilibrium E∗ of model (3) is globally asymptoti-

cally stable.

Corollary 2. Assume that in model (3) f(S) ≡ S
1+ωS

, (H1) and (H2), and

conditions (5) and (6) hold.

(1). If R0 ≤ 1, then disease-free equilibrium E0 of model (3) is globally asymp-

totically stable.

(2). If R0 > 1, then endemic equilibrium E∗ of model (3) is globally asymptoti-

cally stable.

Remark 10. In [3], the following backward difference scheme for SIRS epi-

demic model with the bilinear incidence is studied

Sn+1 = Sn +B − µ1Sn+1 − βSn+1In+1 + δRn+1

In+1 = In + βSn+1In+1 − (µ2 + γ)In+1

Rn+1 = Rn + γIn+1 − (µ3 + δ)Rn+1.

(19)

The condition µ1 ≤ min{µ2, µ3} is required. By constructing the discrete Lyapunov

functions UE0

δ and UE∗

δ (see the proof of Theorem 2.1 in [3]), the authors established

that if the basic reproduction number R0 ≤ 1, then disease-free equilibrium E0 of

model (19) is globally asymptotically stable, and if R0 > 1, then endemic equilibrium

E∗ of model (19) is globally asymptotically stable.

By computing, we easily see that the Lyapunov functions UE0

δ and UE∗

δ are

not applicable for model (3). Therefore, in this paper we construct a class of new

Lyapunov functions to study the global asymptotic stability of model (3).
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Furthermore, we also see that above Corollary 1 is an extension of the main

results given in [3] in the nonlinear incidence case.

Remark 11. Analyzing the conditions and results given in Corollary 1 and

Theorems 3 given in Section 3, we can propose an important and interesting open

problem for general model (3): whether only when assumption (H1) holds, we can

obtain that the disease-free equilibrium is globally asymptotically stable if and only

if R0 ≤ 1, and the endemic equilibrium is globally asymptotically stable if and only

if R0 > 1.

5. Conclusion

In [4], the dynamical properties of the forward difference scheme for a class of

SIRS epidemic models with general nonlinear incidence are investigated. It is shown

that when step size h is small enough the disease-free equilibrium and endemic

equiloibrium are local asymptotically stable, and along step size h increase, the

scheme will occur the bifurcation phenomena.

In this paper, the dynamical properties of the backward difference scheme for a

class of SIRS epidemic models with nonlinear incidence βf(S)g(I) are investigated.

From the main results obtained in this paper, we see that the backward difference

scheme, that is discrete dynamical model (3), is provided for us with excellent dy-

namical properties for any step size h in the local and global stability of equilibria.

These properties nearly are same to corresponding continuous-time model (1).

Furthermore, we also see that the results on the global asymptotic stability of the

endemic equilibrium for the backward difference scheme for SIRS epidemic model

with bilinear incidence obtained in [3] are directly extended. By constructing new

discrete Lyapunov functions we established the sufficient and necessary conditions

on the global asymptotic stability of the disease-free equilibrium and endemic equi-

librium for a class of discrete SIRS epidemic models with general nonlinear incidence

βf(S)g(I), vaccination in susceptible and different death rates d1, d2 and d3. That

is, under assumptions (H1) − (H3), the disease-free equilibrium is globally asymp-

totically stable if and only if basic reproduction number R0 ≤ 1, and the endemic

equilibrium is globally asymptotically stable if and only if R0 > 1.

However, we also see that assumption (H3) is very strong. For the local stability

of the disease-free equilibrium and endemic equilibrium for model (3), the assump-
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tion (H3) is not required. Therefore, an interesting and important open problem is

whether the assumption (H3) can be weakened in the studies of the global stability

of equilibria of model (3).

On the other hand, we know that there is the nonstandard difference scheme to

discretize continuous-time model (1) with nonlinear incidence. For the the nonstan-

dard difference scheme of model (1) whether we also can establish the same results,

like in this paper, still is an interesting open problem.
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Abstract

In this paper, we establish some eigenvalue properties of nonnegative tensors.
We derive new bounds for the largest eigenvalue (Z-eigenvalue, H-eigenvalue,
and B-eigenvalue) of nonnegative tensors. Numerical examples show the effi-
ciency of these bounds.
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1 Introduction
Eigenvalue problems of higher order tensors have become an important topic of

study in a new applied mathematics branch, numerical multilinear algebra, and they
have a wide range of practical applications [2, 5, 6, 7, 8, 9, 10, 17].

First, we recall some definitions on tensors. Let R be the real field. An m-th order
n dimensional square tensorA consists of nm entries in R, which is defined as follows:

A = (Ai1i2···im), Ai1i2···im ∈ R, 1 ≤ i1, i2, · · · im ≤ n.

A is called nonnegative ifAi1i2···im ≥ 0. To an n-vector x, real or complex, we define
the n-vector:

Axm−1 =

 n∑
i2,··· ,im=1

aii2···im xi2 · · · xin


1≤i≤n

,

x[m−1] = (xm−1
i )1≤i≤n.

∗E-mail: hejunfan1@163.com
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In this paper, we continue this research on the eigenvalue problems for tensors. In
section 2, bounds for the largest Z-eigenvalue are obtained, and proved to be tighter
than that in Corollary 4.5 in [16]. In section 3, bounds for the largest H-eigenvalue are
given. Moreover, the upper bound for the largest B-eigenvalue is presented in section
4.

2 Notation and preliminaries.
The following two definitions were first introduced and studied by Qi and Lim

[4, 11].
Definition 2.1. Let A be an m-order and n-dimensional tensor. A pair (λ, x) ∈

C × (Cn\ {0}) is called an eigenvalue-eigenvector (or simply eigenpair) of A if they
satisfy the equation

Axm−1 = λx[m−1].

We call (λ, x) an H-eigenpair if they are both real.
Definition 2.2. Let A be an m-order and n-dimensional tensor. A pair (λ, x) ∈

C × (Cn\ {0}) is called an E-eigenvalue and E-eigenvector (or simply E-eigenpair) of
A if they satisfy the equation  Axm−1 = λx,

xT x = 1.
(1)

We call (λ, x) an Z-eigenpair if they are both real.
Recently, Chang et al. [1, 2] generalized the notion of eigenvalues of higher order

tensors to tensor pairs (or tensor pencils).
Definition 2.3. LetA, B be two m-order and n-dimensional tensors. A pair (λ, x) ∈

C × (Cn\ {0}) is called an B-eigenvalue and B-eigenvector of A relative to B if they
satisfy the equation

Axm−1 = λBx[m−1].

The following definition for irreducibility has been introduced in [1, 11].
Definition 2.4. The tensor A is called reducible if there exists a nonempty proper

index subset J ⊂ {1, 2, · · · , n} such that ai1,i2,··· ,im = 0, ∀i1 ∈ J, ∀i2, · · · , im < J. If A is
not reducible, then we callA to be irreducible.

In this paper, let N = {1, 2, . . . , n}, we define the ith row sum of A as Ri(A) =
n∑

i2,··· ,im=1
aii2···im , and denote the largest and the smallest row sums ofA by

Rmax(A) = max
i=1,··· ,n

Ri(A), Rmin(A) = min
i=1,··· ,n

Ri(A).

Furthermore, a real tensor of order m dimension n is called the unit tensor, if its entries
are δi1...im for i1, . . . , im ∈ N, where

δi1...im =

{
1, if i1 = . . . = im

0, otherwise.

2
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And we define

ri(A) =
∑

δii2 ...im =0

aii2...im , r j
i (A) =

∑
δii2 ...im =0,
δ ji2 ...im =0

aii2...im = ri(A) − ai j... j.

3 Bounds for the largest Z-eigenvalue.
First, we list some results about the largest Z-eigenvalue of tensors.
Definition 3.1. Let A be an m-order and n-dimensional tensor. We define σ(A)

the Z-spectrum of A by the set of all Z-eigenvalues of A. Assume σ(A) , ∅, then the
Z-spectral radius ofA is denoted by

ρ(A) = max{|λ| : λ ∈ σ(A)}.

In [3], Chang, Pearson, and Zhang gave the following bounds for the Z-eigenvalues
of an m-order n-dimensional tensorA.

Lemma 3.2. (Proposition 3.3 in [3]) Let A be an m-order and n-dimensional
tensor. Then

ρ(A) ≤
√

n max
i∈N

n∑
i2,...,im=1

∣∣∣aii2...im

∣∣∣. (2)

For the positively homogeneous operators, Song and Qi [16] studied the relation-
ship between the Gelfand formula and the spectral radius as well as the upper bound
of the spectral radius. From Corollary 4.5 in [16], we can get the following Lemma:

Lemma 3.3. (Corollary 4.5 in [16]) Let A be an m-order and n-dimensional
tensor. Then

ρ(A) ≤ max
i∈N

n∑
i2,...,im=1

∣∣∣aii2...im

∣∣∣. (3)

Obviously, the bound in (3) is better than the bound in (2). Here, we give another
proof of Lemma 3.3, which is very simple.

Proof. Suppose that λ is an Z-eigenvalue ofA with eigenvector x. Assume that

|xi| = max
j∈N
|x j|.

Consider the i-th equation of (1). We have

λxi =

n∑
i2,··· ,im=1

aii2···im xi2 . . . xim .

By |xi| ≤
m−1√
|xi| ≤ 1, we can get

|λ| ≤

n∑
i2,··· ,im=1

|aii2···im |

∣∣∣∣∣∣ xi2
m−1√
|xi|

∣∣∣∣∣∣ . . .
∣∣∣∣∣∣ xim

m−1√
|xi|

∣∣∣∣∣∣ ≤ n∑
i2,...,im=1

∣∣∣aii2...im

∣∣∣.
3
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Thus, we complete the proof. 2

Note that λ and x may be non-real here.
A tensor A is called weakly symmetric if the associated homogeneous polynomial

Axm satisfies
∇Axm = mAxm−1.

This concept was first introduced and used by Chang, Pearson and Zhang [3] for study-
ing the properties of Z-eigenvalue of nonnegative tensors and presented the following
Perron-Frobenius Theorem for the Z-eigenvalue of nonnegative tensors, which was
later reproved as Lemma 4.7 by Song and Qi in [16], using a different technique.

Lemma 3.4. Suppose that m-order n-dimensional tensor A is weakly symmetric,
nonnegative and irreducible. Then ρ(A) is a positive Z-eigenvalue with a positive
Z-eigenvector.

Based on the above Lemma, we give the main result of this section.
Theorem 3.5. Suppose that m-order n-dimensional tensorA is weakly symmetric,

nonnegative and irreducible. Then

ρ(A) ≤ max
i, j∈N, j,i

1
2
{ai...i + a j... j + r j

i (A) + ∆
1
2
i, j(A)},

where
∆i, j(A) = (ai...i − a j... j + r j

i (A))2 + 4ai j... jr j(A).

Proof. Let x = (x1, . . . , xn)T be an Z-eigenvector ofA corresponding to ρ(A), that
is,

Axm−1 = ρ(A)x, (4)

Let
xt ≥ xs ≥ max{xk, k = 1, . . . , n, k , t, s}.

Obviously, by Lemma 3.4, we have xt > 0, xs > 0. From Corollary 4.10 in [3], we
have

ρ(A) − ai...i ≥ 0, i = 1, . . . , n.

Consider the equation of (1), by xm−1
t ≤ xt, xm−1

s ≤ xs, we can get

(ρ(A) − at...t)xt =
∑

δti2 ...im =0,
δsi2 ...im =0

ati2...im xi2 . . . xim + ats...sxm−1
s + at...t(xm−1

t − xt)

≤
∑

δti2 ...im =0,
δsi2 ...im =0

ati2...im xm−1
t + ats...sxm−1

s

≤ rs
t (A)xt + ats...sxs, (5)

4
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equivalently,
(ρ(A) − at...t − rs

t (A))xt ≤ ats...sxs.

Moreover, from equality (1), we similarly get

(ρ(A) − as...s)xs =
∑

δsi2 ...im =0

asi2...im xi2 . . . xim + as...s(xm−1
s − xs)

≤ rs(A)xm−1
t + as...s(xm−1

s − xs)
≤ rs(A)xt. (6)

Multiplying equation (5) and (6), we get

(ρ(A) − at...t − rs
t (A))(ρ(A) − as...s) ≤ ats...srs(A).

Then, solving for ρ(A),

ρ(A) ≤
1
2
{ai...i + a j... j + r j

i (A) + ∆
1
2
i, j(A)} ≤ max

i, j∈N, j,i

1
2
{ai...i + a j... j + r j

i (A) + ∆
1
2
i, j(A)}.

Thus, we complete the proof. 2

From Theorem 3.5 in [12], we know that

max
i, j∈N, j,i

1
2
{ai...i + a j... j + r j

i (A) + ∆
1
2
i, j(A)} ≤ max

i∈N

∑n

i2,...,im=1
aii2...im ,

that is to say, our new bound in Theorem 3.5 is always better than the bound in Lemma
3.3. We now show the efficiency of the upper bound in Theorem 3.5 by the following
example which was introduced in [3].

Example 3.1. Consider the tensor A = (ai jkl) of order 4 dimension 2 with entries
defined as follows:

a1111 =
1
2
, a2222 = 3, and ai jkl =

1
3

elsewhere.

By Lemma 3.2, we have
ρ(A) ≤ 10.6666.

By Lemma 3.3, we have
ρ(A) ≤ 5.3333.

By Theorem 3.5, we have
ρ(A) ≤ 5.1667.

In fact, ρ(A) = 3.1092. Hence, the bound in Theorem 3.5 is tight and sharper.

5
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4 Bounds for the largest H-eigenvalue
In this section, we give the lower bound and the upper bound for the largest H-

eigenvalue of an m-order n-dimensional nonnegative tensorA.
Definition 4.1. Let A be an m-order and n-dimensional tensor. We define the

H-spectrum of A, denoted H(A) to be the set of all H-eigenvalues of A. Assume
H(A) , 0, then the H-spectral radius of A, denoted µ(A), is defined as µ(A) =

max{|λ| : λ ∈ H(A)}.
First, we introduce some results for H-eigenvalue of nonnegative tensors [1, 13,

14], which are generalized from nonnegative matrices.
Theorem 4.2. If A is irreducible and nonnegative, then there exists a number

µ(A) > 0 and a vector x0 > 0, such that Axm−1
0 = µ(A)x[m−1]

0 . Moreover, if λ is an
eigenvalue ofA, then |λ| ≤ µ(A).

Lemma 4.3. (Lemma 5.2 in [13]) Let A be an m-order and n-dimensional non-
negative tensor. Then

Rmin(A) ≤ µ(A) ≤ Rmax(A). (7)

According to some eigenvalue inclusion theorems, Li, Li and Kong [12] obtained
the following upper bound for the spectral radius of a nonnegative tensor, which is
sharper than the upper bound in Lemma 4.3.

Lemma 4.4. (Theorem 3.3 in [12]) Suppose that m-order n-dimensional tensorA
is nonnegative. Then

µ(A) ≤ max
i, j∈N, j,i

1
2

{
ai...i + a j... j + r j

i (A) + ∆
1
2
i, j(A)

}
,

where
∆i, j(A) =

(
ai...i − a j... j + r j

i (A)
)2

+ 4ai j... jr j(A).

In the following Theorem, we give new bounds for the spectral radius of a nonneg-
ative tensor.

Theorem 4.5. Suppose that m-order n-dimensional tensorA is nonnegative. Then

min
i∈N

max
j∈N, j,i

1
2

{
ai...i + a j... j + r j

i (A) + ∆
1
2
i, j(A)

}
≤ µ(A) ≤ max

i∈N
min

j∈N, j,i

1
2

{
ai...i + a j... j + r j

i (A) + ∆
1
2
i, j(A)

}
,

where
∆i, j(A) =

(
ai...i − a j... j + r j

i (A)
)2

+ 4ai j... jr j(A).

Proof. First, we assume that tensor A is strictly positive and let x be the unique
positive eigenvector corresponding to µ(A), i.e.

Axm−1 = µ(A)x[m−1].

6
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Assume 0 < xt = max
i∈N

xi, then, for any s , t, we can get

(µ(A) − at...t)xm−1
t − ats...sxm−1

s =
∑

δti2 ...im =0,
δsi2 ...im =0

ati2...im xi2 . . . xim ,

(µ(A) − as...s)xm−1
s − ast...txm−1

t =
∑

δti2 ...im =0,
δsi2 ...im =0

asi2...im xi2 . . . xim .

Solving for xt we obtain

((µ(A) − as...s)(µ(A) − at...t) − ast...tats...s) xm−1
t = (µ(A) − as...s)

∑
δti2 ...im =0,
δsi2 ...im =0

ati2...im xi2 . . . xim

+ ats...s

∑
δti2 ...im =0,
δsi2 ...im =0

asi2...im xi2 . . . xim . (8)

Recalling that 0 < xt = max
i∈N

xi, we have

(µ(A) − as...s)(µ(A) − at...t) − ast...tats...s = (µ(A) − as...s)
∑

δti2 ...im =0,
δsi2 ...im =0

ati2...im
xi2

xs
. . .

xim

xs

+ ats...s

∑
δti2 ...im =0,
δsi2 ...im =0

asi2...im
xi2

xs
. . .

xim

xs

≤ (µ(A) − as...s)rs
t (A) + ats...srt

s(A). (9)

Therefore
µ(A) ≤

1
2

{
at...t + as...s + rs

t (A) + ∆
1
2
t,s(A)

}
.

This must be true for every s , t, then, we get

µ(A) ≤ min
j∈N, j,t

1
2

{
at...t + a j... j + r j

t (A) + ∆
1
2
t, j(A)

}
.

And this could be true for any t ∈ N, that is

µ(A) ≤ max
i∈N

min
j∈N, j,i

1
2

{
ai...i + a j... j + r j

i (A) + ∆
1
2
i, j(A)

}
.

Similarly, assume 0 < xT = min
i∈N

xi, we can get

µ(A) ≥ min
i∈N

max
j∈N, j,i

1
2

{
ai...i + a j... j + r j

i (A) + ∆
1
2
i, j(A)

}
.

7
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If the tensor A is not strictly positive, we denote by D = (di1...im) the m-order n-
dimensional tensor with di1...im = 1, for all i1 ∈ N, . . . , im ∈ N. Hence,A+ tD is strictly
positive for any chosen positive real number t, and then letting t → 0, the result follows
by continuity. 2

From the proof of the Theorem 3.5 in [12], we can get the following result:

max
i∈N

min
j∈N, j,i

1
2

{
ai...i + a j... j + r j

i (A) + ∆
1
2
i, j(A)

}
≤ max

i, j∈N, j,i

1
2

{
ai...i + a j... j + r j

i (A) + ∆
1
2
i, j(A)

}
≤ R,

where
∆i, j(A) =

(
ai...i − a j... j + r j

i (A)
)2

+ 4ai j... jr j(A).

We now compare the lower bound in Theorems 4.5 with that in Lemma 4.3.
Theorem 4.6. Suppose that m-order n-dimensional tensorA is nonnegative. Then

Rmin(A) ≤ min
i∈N

max
j∈N, j,i

1
2

{
ai...i + a j... j + r j

i (A) + ∆
1
2
i, j(A)

}
,

where
∆i, j(A) =

(
ai...i − a j... j + r j

i (A)
)2

+ 4ai j... jr j(A).

Proof. First, we assume that tensor A is strictly positive. Equivalently, we will
prove that, if

µ(A) ≥ min
i∈N

max
j∈N, j,i

1
2

{
ai...i + a j... j + r j

i (A) + ∆
1
2
i, j(A)

}
.

Then, we can get
µ(A) ≥ Rmin(A).

If µ(A) satisfies the lower bound in the Theorem 4.5 and the matrix is positive, similar
to the proof of Theorem 4.5, if assume 0 < xT = min

i∈N
xi, for any s , T , we can get

(µ(A) − as...s)(µ(A) − aT ...T ) ≥ (µ(A) − as...s)rs
T (A) + aT s...srs(A).

If we assumed that µ(A) ≤ Rs(A), then we have that µ(A) − as...s ≤ rs(A). So,

(µ(A) − as...s)(µ(A) − aT ...T − rs
T (A) ≥ aT s...srs(A) ≥ aT s...s(µ(A) − as...s),

that is
(µ(A) − as...s)(µ(A) − aT ...T − rs

T (A) − aT s...s) ≥ 0.

From Lemma 3.2 in [12], we know µ(A) − as...s ≥ 0, then, we obtain

µ(A) − aT ...T − rs
T (A) − aT s...s ≥ 0,

8
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that is
µ(A) ≥ RT (A) ≥ Rmin(A).

If the tensor A is not strictly positive, we denote by D = (di1...im) the m-order n-
dimensional tensor with di1...im = 1, for all i1 ∈ N, . . . , im ∈ N. Hence, A + tD is
strictly positive for any chosen positive real number t, and then letting t → 0, the result
follows by continuity. 2

We now show the efficiency of the bounds in Theorem 4.5 by the following exam-
ple.

Example 4.1. Consider the tensor A = (ai jkl) of order 4 dimension 3 with entries
defined as follows:

a1111 = 1, a1222 = 1, a1333 = 1,

a2111 = 2, a2222 = 2, a2333 = 2,

a3111 = 3, a3222 = 3, a3333 = 3,

and ai jkl = 0 elsewhere. By Lemma 4.3, we have

3 ≤ µ(A) ≤ 9.

By Lemma 4.4, we have
µ(A) ≤ 8.

By Theorem 4.5, we have
5 ≤ µ(A) ≤ 7.

In fact, µ(A) = 6. Hence, the bound in Theorem 4.5 is tight and sharper.

5 Bounds for the largest B-eigenvalue
In this section, we focus our attention on the largest B-eigenvalue of a m-order

n-dimensional nonnegative tensorA relative to B.
Definition 5.1. LetA, B be two m-order and n-dimensional tensors. We define the

B-spectrum of A relative to B, denoted T (A) to be the set of all B-eigenvalues of A
relative to B. Assume T (A) , 0, then the B-spectral radius of A, denoted ν(A), is
defined as ν(A) = max{|λ| : λ ∈ T (A)}.

For an m-order n-dimensional tensorA, let

FA =
(
Axm−1

)[ 1
m−1 ]

,

Song and Qi [15] proved the Perron-Frobenius property for nonnegative tensor pairs
(A,B) without the requirement of the tensor inversion.

Lemma 5.2. (Corollary 4.2 in [15]) Let A, B be two weakly irreducible and
nonnegative tensors with order m and dimension n and FAFB = FBFA. If ∃x > 0 such

9
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that Bxm−1 ≥ x[m−1], then A has a unique positive B-eigenvalue with a corresponding
positive B-eigenvector.

Based on the above Lemma, we give the main results of this section.
Theorem 5.3. Under the conditions of Lemma 5.2 and bi...i > 0 for all i ∈ N. Then

ν(A) ≤ max
i∈N

Ri(A)
bi...i

.

Proof. Let x be the unique positive eigenvector corresponding to ν(A), i.e.

Axm−1 = ν(A)Bxm−1.

Assume 0 < xt = max
i∈N

xi, then, from the i-th equation of the above equation, we can
get

∑
δti2 ...im =0

ati2...im xi2 . . . xim + at...txm−1
t = ν(A)

 ∑
δti2 ...im =0

bti2...im xi2 . . . xim + bt...txm−1
t

 ,
Dividing both sides by xm−1

t and rearranging yields

ν(A)

 ∑
δti2 ...im =0

bti2...im
xi2

xt
. . .

xim

xt
+ bt...t

 − at...t =
∑

δti2 ...im =0

ati2...im
xi2

xt
. . .

xim

xt
≤ rt(A).

Hence,

ν(A) ≤
Rt(A)∑

δti2 ...im =0
bti2...im

xi2
xt
. . .

xim
xt

+ bt...t
≤

Rt(A)
bt...t

.

Thus, we complete the proof. 2

If ∃x > 0 such that Bxm−1 ≥ x[m−1] and suppose that m-order n-dimensional tensor
B is nonnegative and diagonal, we can get

bi...i ≥ 1,

for all i ∈ N. Similar to the proof of Theorem 4.5, we can get some new bounds for
ν(A), including the upper bound and the lower bound.

Theorem 5.4. Under the conditions of Lemma 5.2 and suppose that m-order n-
dimensional tensor B is nonnegative and diagonal. Then

min
i∈N

max
j∈N, j,i

ai...ib j... j+a j... jbi...i+b j... jr
j
i (A)+∆

1
2
i, j(A)

2bi...ib j... j
≤ ν(A)

≤ max
i∈N

min
j∈N, j,i

ai...ib j... j+a j... jbi...i+b j... jr
j
i (A)+∆

1
2
i, j(A)

2bi...ib j... j
,
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where

∆i, j(A) =
(
ai...ib j... j − a j... jbi...i + b j... jr

j
i (A)

)2
+ 4ai j... jbi...ib j... jr j(A).

If bi...i = 1 for all i ∈ N, then, the results in Theorem 5.4 reduce to the result in
Theorem 4.5.
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A note on fractional neutral integro-differential inclusions

with state-dependent delay in Banach spaces

Selvaraj Suganya∗, Dumitru Baleanu,† Mani Mallika Arjunan‡

Abstract

We have applied different fixed point theorems to examine the existence results for fractional neutral

integro-differential inclusions (FNIDI) with state-dependent delay (SDD) in Banach spaces. We tend to con-

jointly discuss the cases once the multivalued nonlinear term takes convex values further as nonconvex values.

An example is offered to demonstrate the obtained results.

Keywords: Fractional order differential equations, state-dependent delay, multivalued map, fixed point theo-

rem, Banach spaces, semigroup theory.

2010 Mathematics Subject Classification: 26A33, 34A08, 35R12, 34A60, 34G20, 34K05, 45J05.

1 Introduction

The aim of the manuscript is to investigate the existence of mild solutions for neutral integro-differential
inclusions of fractional order as given below

d

dt

[
x(t)− G (t, x%(t,xt))

]
∈

∫ t

0

(t− s)α−2

Γ(α− 1)
A

[
x(s)− G (s, x%(s,xs))

]
ds

+ F (t, x%(t,xt)), a.e. t ∈ I = [0, b], (1.1)

x0 = ς ∈ B, (1.2)

such that 1 < α < 2 and A : D(A ) ⊂ X → X denotes a linear densely defined operator of sectorial type
on a complex Banach space (X, | · |), the convolution integral within the equation is understood because the
Riemann-Liouville fractional integral (see [4]) and F : I ×B → P(X) represents a multivalued map (P(X)

is the family of nonempty subsets of X), G : I ×B → X, and % : I ×B → (−∞, b] are apposite functions, and
B is a theoretical phase space axioms outlined in Preliminaries.

We recall that for any continuous function x defined on (−∞, b] and for any t ≥ 0, we designate by xt the
part of B defined by xt(θ) = x(t + θ) for θ ≤ 0. Here xt(·) speaks to the historical backdrop of the state from
every θ ∈ (−∞, 0] likely the current time t.

Fractional differential equations have picked up hefty grandness as a final result of their exertion in numer-
ous field of science and engineering. In the latest years, there has been a major growth in differential systems
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comprising fractional derivatives, e.g. the monographs of Abbas et al. [5], Baleanu et al. [6], Podlubny [7],
Diethelm [8], Kilbas et al. [9], Tarasov [10] and Anastassiou [11], and the papers [12, 13, 14, 15, 16, 17, 18, 19],
and the references cited therein.

As it is known, a delay differential equation (DDE) may be a special sort of functional differential equation
(FDE). FDEs with SDD seem often in applications as models of equations and for this intention the report of
this kind of equations received nice care in latest years. For points of interest, we recommend the reader to
check the papers by by Abada et al. [20], Ait Dads et al. [21], Anguraj et al. [22], Benchohra et al. [23], Cuevas
et al. [24], Hernandez et al. [25, 26], Mallika Arjunan et al. [27] and Yan et al. [28].

In the situation where F is either a single or a multivalued map, the problem (1.1)-(1.2) with G = 0 was in-
vestigated on a compact interval in Agarwal et al. [29], Benchohra et al. [30, 31]. On unbounded interval when
F is a single map, the problem (1.1)-(1.2) with G = 0 was discussed by Benchohra et al. [32]. According to
the knowledge of the authors , there is no work on the existence results for FNIDI with SDD in Banach spaces,
which is communicated in the structure (1.1)-(1.2). Roused by this thought, in this paper, we concentrate on
this problem, which is common generalizations of the idea of mild solution for fractional neutral equations
well known in the theory of integer order systems.

This manuscript has the following structure. In section 2, we show some preliminaries and lemmas to be
utilized to demonstrate our primary results. In section 3, we show two results for the problem (1.1)-(1.2) when
the right-hand side is convex valued. The principal result is focused on a fixed point theorem of Bohnenblust-
Karlin [1], and the second one on the nonlinear alternative of Leray-Schauder type [2]. The final existence result
is given for a nonconvex valued right-hand side by utilizing a fixed point theorem for contraction multivalued
maps thanks to Covitz and Nadler [3]. An application is presented in Section 4.

2 Preliminaries

Let C(I , X) be the Banach space of all continuous functions from I into X with the norm

‖x‖∞ = sup{|x(t)| : t ∈ I }.

Let B(X) signifies the Banach space of all bounded linear operators from X into X.
A measurable function x : I → X is Bochner integrable if and only if |x| is Lebesgue integrable. ( For extra

insights about Bochner integral, see Yosida [33]).
Let L1(I , X) signify the Banach space of all continuous functions x : I → X which are Bochner integrable

and have norm

‖x‖L1 =
∫ b

0

|x(t)|dt for all x ∈ L1(I , X).

We expect that the phase space (B, ‖ · ‖B) is a semi-normed linear space of functions mapping (−∞, 0] into
X, and fulfilling the subsequent elementary adages as a result of Hale and Kato ( see more details in [34, 35]).

(P1) If x : (−∞, b] → X, b > 0, is continuous on I and x0 ∈ B, then for every t ∈ I the accompanying
conditions hold:

(i) xt is in B;

(ii) |x(t)| ≤ H‖xt‖B;

2
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(iii) ‖xt‖B ≤ D1(t) sup{|x(s)| : 0 ≤ s ≤ t} + D2(t)‖x0‖B, where H > 0 is a constant and D1(·) :

[0,+∞) → [0,+∞) is continuous, D2(·) : [0,+∞) → [0,+∞) is locally bounded, and D1,D2 are
independent of x(·).

(P2) For the function x(·) in (P1), xt is a B-valued continuous function on I .

(P3) The space B is complete.

Designate D∗
1 = sup{D1(t) : t ∈ I } and D∗

2 = sup{D2(t) : t ∈ I }.
Now, we briefly review some known results from the solution operator. The Laplace transformation of a
function f ∈ L1

loc(R+, X) is defined by

L(f)(λ) = f̂(λ) =
∫ ∞

0

e−λtf(t)dt, Re(λ) > ω,

if the integral is definitely convergent for Re(λ) > ω. We mention the subsequent definition [4].

Definition 2.1. Let A : D(A ) ⊂ X → X be a closed and linear operator on a Banach space X. We call A is the
generator of a solution if there exist ω ∈ R and a strongly continuous function Sα : R+ → B(X) such that

{λα : Re (λ) > ω} ⊂ ρ(A ),

and
λα−1(λα −A )−1x =

∫ ∞

0

e−λtSα(t)xdt, Re λ > ω, x ∈ X.

In this case, Sα(t) is called operator function created by A . The idea of a solution operator, as characterized
above, is nearly identified with the ones of a resolvent family [37]. Having in mind the uniqueness of the
Laplace transform, in the fringe case α = 1, the family Sα(t) relates to a strongly continuous semigroup (see
Pazy [38]), while in the case α = 2 a solution operator relates to the idea of a cosine family; see [39]. The
subsequent result is an immediate outcome of [40, Proposition 3.1 and Lemma 2.2].

Proposition 2.1. Let Sα(t) be a solution operator on X with generator A . Then, we have

(a) Sα(t) is strongly continuous for t ≥ 0 and S(0) = I ;

(b) Sα(t)D(A ) ⊂ D(A ) and A Sα(t)x = Sα(t)A x for all x ∈ D(A ), t ≥ 0;

(c) For every x ∈ D(A ) and t ≥ 0,

Sα(t)x = x +
∫ t

0

(t− s)α−1

Γ(α)
A Sα(s)xds.

(d) Let x ∈ D(A ). Then
∫ t

0

(t− s)α−1

Γ(α)
Sα(s)xds ∈ D(A ) and

Sα(t)x = x + A

∫ t

0

(t− s)α−1

Γ(α)
Sα(s)xds.

Definition 2.2. A solution operator {Sα(t)}t>0 is called uniformly continuous if

lim
t→s

‖Sα(t)− Sα(s)‖B(X) = 0.

3
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Before we finish this section, we review some known results from multivalued analysis that we will apply
in the spin-off. We recall that

P(X) = {Y ⊂ X : Y 6= ∅},Pcl(X) = {Y ∈ P(X) : Y closed}, Pb(X) = {Y ∈ P(X) : Y bounded },

Pcp(X) = {Y ∈ P(X) : Y compact},

Pcp,c(X) = {Y ∈ P(X) : Y compact and convex}.

Remark 2.1. For extra points of interest on this, we suggest the reader to [13].

Definition 2.3. The multivalued map F : I ×B → P(X) is said to be Carathéodory if

(i) t 7→ F (t, u) is measurable for each u ∈ B;

(ii) u 7→ F (t, u) is upper semicontinuous for almost all t ∈ I .

Let SF ,x be a set characterized by

SF ,x = {v ∈ L1(I , X) : v(t) ∈ F (t, x%(t,xt)) a.e. t ∈ I }.

Definition 2.4. A multivalued operator Υ : X → Pcl(X) is called:

(a) Λ-Lipschitz if there exists Λ > 0 such that

Hd(Υ(x),Υ(x)) ≤ Λ d(x, x) for all x, x ∈ X;

(b) a contraction if it is Λ-Lipschitz with Λ < 1.

Presently, we express the accompanying lemmas which are important to make our primary result.

Lemma 2.1 ([41]). Let X be a Banach space. Let F : I ×B → Pcp,c(X) be an L1-Carathéodory multivalued map and
let Ψ be a linear continuous mapping from L1(I , X) to C(I , X), then the operator

Ψ ◦ SF : C(I , X) → Pcp,c(C(I , X)),

x 7→ (Ψ ◦ SF )(x) := Ψ(SF ,x)

has a closed graph operator in C(I , X)× C(I , X).

Lemma 2.2 (Bohnenblust-Karlin’s [1]). Let X be a Banach space and D ∈ Pcl,c(X). Suppose that the operator
G : D → Pcl,c(D) is upper semicontinuous and the set G(D) is relatively compact in X. Then G has a fixed point in D.

Lemma 2.3 (Covitz and Nadler [3]). Let (X, d) be a complete metric space. If Υ : X → Pcl(X) is a contraction, then
Fix Υ 6= ∅.

For more details on multivalued maps see the books of Graef et al. [42] and Castaing et al. [43].

3 Existence results

We demonstrate below the existence of solutions for the problem (1.1)-(1.2). To start with, we delineate the
mild solution for the problem (1.1)-(1.2).

4
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Definition 3.1. We affirm that the function x : (−∞, b] → X is a mild solution of (1.1)-(1.2) if x(t) = ς(t) for all t ≤ 0,
the constraint of x(·) to the interval [0, b] is continuous and there exists v(·) ∈ L1(I , X), such that v(t) ∈ F (t, x%(t,xt))

a.e. t ∈ [0, b], and x fulfills the consecutive integral equation:

x(t) = Sα(t)
[
ς(0)− G (0, ς(0))

]
+ G (t, x%(t,xt)) +

∫ t

0

Sα(t− s)v(s)ds for each t ∈ I . (3.1)

Let us set
R(%−) = {%(s, ς) : (s, ς) ∈ I ×B, %(s, ς) ≤ 0}.

We generally expect that % : I ×B → (−∞, b] is continuous. Moreover, we suppose:

(Hς) The function t → ςt is continuous fromR(%−) into B and there exists a continuous and bounded function
Lς : R(%−) → (0,∞) such that

‖ςt‖B ≤ Lς(t)‖ς‖B for every t ∈ R(%−).

Lemma 3.4. [26, Lemma 3.1] If x : (−∞, b] → X is a function such that x0 = ς , then

‖xs‖B ≤ (D∗
2 + Lς)‖ς‖B + D∗

1 sup{|x(θ)| : θ ∈ [0,max{0, s}]}, s ∈ R(%−) ∪I ,

where Lς = sup
t∈R(%−)

Lς(t).

3.1 Existence results: The convex case

In this section, we are dealing with the existence results for the structure (1.1)-(1.2). We expect that F is
a compact and convex valued multivalued map and we apply Lemma 2.2 to build our first result. Thus, we
have:

(H1) The solution operator Sα(t)t∈I is compact for t > 0, and there is M > 0 such that

‖Sα(t)‖B(X) ≤ M, for each t ∈ I .

(H2) The multivalued map F : I ×B → Pcp,c(X) is Carathéodory.

(H3) There exists a continuous function k : I → R+ such that

|F (t, u)−F (t, v)| ≤ k(t)‖u− v‖B, t ∈ I , u, v,∈ B,

and

k∗ = sup
t∈I

∫ t

0

k(s)ds < ∞.

(H4) The function t → F (t, 0) = F0 ∈ L1(I , R+) with F ∗ = ‖F0‖L1 .

(H5) The function G (t, ·) is continuous on I and there exists a constant KG > 0 such that

|G (t, u)− G (t, v)| ≤ KG ‖u− v‖B, for each u, v ∈ B,

and
G ∗ = sup

t∈I
|G (t, 0)| < ∞.

5
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(H6) For each t ∈ I and any bounded set V ⊂ B, the set {F (t, u),G (t, u) : u ∈ B} is relatively compact in X.

(H7) For any bounded set V ⊂ B, the function {t → G (t, x%(t,xt)) : x ∈ V} is equicontinuous on I .

Theorem 3.1. Assume that (H1)-(H7) and (Hς) hold. Then, the problem (1.1)-(1.2) has a mild solution on (−∞, b]

provided that [
D∗

1 (KG + Mk∗)
]

< 1. (3.2)

Proof. We will transmute the structure (1.1)-(1.2) into a fixed point problem. We conceive the set

V = {x : (−∞, b] → X : x|I is continuous and x0 ∈ B},

where x|I is the constraint of x to the real compact interval on I . Recognize the multivalued operator Υ :

V → P(V) defined by Υ(h) = {h ∈ V} with

h(t) =


ς(t), t ≤ 0;

Sα(t)
[
ς(0)− G (0, ς(0))

]
+ G (t, x%(t,xt)) +

∫ t

0

Sα(t− s)v(s)ds, t ∈ I ,

where v ∈ SF ,x%(s,xs) . For ς ∈ B, we express the function y(·) : (−∞, b] → X by

y(t) =

ς(t), t ≤ 0;

Sα(t)ς(0), t ∈ I ,

then y0 = ς . For every function z ∈ V with z0 = 0, we designate by z the function clear by

z(t) =

0, t ≤ 0;

z(t), t ∈ I .

If x(·) fulfills (3.1), we are able to decompose it as x(t) = z(t) + y(t), t ∈ I , which suggests xt = zt + yt, for
each t ∈ I and also the function z(·) fulfills

z(t) = G (t, zρ(t,zt+yt) + yρ(t,zt+yt))− Sα(t)G (0, ς(0)) +
∫ t

0

Sα(t− s)v(s)ds, t ∈ I ,

where v(s) ∈ SF ,z%(s,zs+ys)+y%(s,zs+ys) .

Let V0
b = {z ∈ V : z(0) = 0 ∈ B}. For some z ∈ V0

b , we have

‖z‖b = sup
t∈I

‖z(t)‖+ ‖z0‖B = sup
t∈I

‖z(t)‖.

Thus V0
b is a Banach space with the norm ‖·‖b. We delimit the operator Υ : V0

b → P(V0
b ) by Υ(z) = {h ∈ V0

b }
with

h(t) = G (t, zρ(t,zt+yt) + yρ(t,zt+yt))− Sα(t)G (0, ς(0)) +
∫ t

0

Sα(t− s)v(s)ds, t ∈ J,

where v(s) ∈ SF ,z%(s,zs+ys)+y%(s,zs+ys) .

We recall that the operator Υ has a fixed point if and only if Υ has a fixed point. Thus, let us demonstrate
that Υ has a fixed point. Let

Br = {z ∈ V0
b : z(0) = 0, ‖z‖b ≤ r},

where r is any fixed real number. It is perfect that Br is a closed, convex, bounded set in V0
b .

6
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Remark 3.1. By hypotheses (H3)-(H5) we obtain:

(i)

M

∫ t

0

|F (s, z%(s,zs+ys) + y%(s,zs+ys))−F (s, 0) + F (s, 0)|ds

≤ M

∫ t

0

k(s)‖z%(s,zs+ys) + y%(s,zs+ys)‖Bds + M

∫ t

0

|F (s, 0)|ds. (3.3)

Since

‖z%(s,zs+ys) + y%(s,zs+ys)‖B ≤ ‖z%(s,zs+ys)‖B + ‖y%(s,zs+ys)‖B

≤ D∗
1 |z(s)|+ (D∗

2 + Lς)‖z0‖B + D∗
1 |y(s)|+ (D∗

2 + Lς)‖ς‖B

≤ D∗
1 |z(s)|+ (D∗

2 + Lς + D∗
1 MH)‖ς‖B

≤ D∗
1 |z(s)|+ C1,

where C1 = (D∗
2 + Lς + D∗

1 MH)‖ς‖B. Then (3.3) becomes

M

∫ t

0

|F (s, z%(s,zs+ys) + y%(s,zs+ys))−F (s, 0) + F (s, 0)|ds

≤ M

∫ t

0

k(s)‖z%(s,zs+ys) + y%(s,zs+ys)‖Bds + M

∫ t

0

|F (s, 0)|ds

≤ M

∫ t

0

k(s)
[
D∗

1 |z(s)|+ C1

]
ds + MF ∗

≤ MD∗
1 rk∗ + MC1k

∗ + MF ∗.

(ii)

|G (t, zρ(t,zt+yt) + yρ(t,zt+yt))− G (t, 0) + G (t, 0)|

≤ KG ‖zρ(t,zt+yt) + yρ(t,zt+yt)‖B + G ∗

≤ KG D∗
1 r + KG C1 + G ∗.

(iii) ∫ η1

0

‖Sα(η2 − s)− Sα(η1 − s)‖B(X)|F (s, z%(s,zs+ys) + y%(s,zs+ys))−F (s, 0)|ds

+
∫ η1

0

‖Sα(η2 − s)− Sα(η1 − s)‖B(X)|F (s, 0)|ds

+
∫ η2

η1

‖Sα(η2 − s)‖B(X)|F (s, z%(s,zs+ys) + y%(s,zs+ys))−F (s, 0)|ds

+
∫ η2

η1

‖Sα(η2 − s)‖B(X)|F (s, 0)|ds

≤ D∗
1 r

∫ η1

0

‖Sα(η2 − s)− Sα(η1 − s)‖B(X)k(s)ds

+ C1

∫ η1

0

‖Sα(η2 − s)− Sα(η1 − s)‖B(X)k(s)ds

+
∫ η1

0

‖Sα(η2 − s)− Sα(η1 − s)‖B(X)|F (s, 0)|ds

7
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+ D∗
1 r

∫ η2

η1

‖Sα(η2 − s)‖B(X)k(s)ds

+ C1

∫ η2

η1

‖Sα(η2 − s)‖B(X)k(s)ds

+
∫ η2

η1

‖Sα(η2 − s)‖B(X)|F (s, 0)|ds.

Presently, we might demonstrate that Υ fulfills all the assumptions of Bohnenblust-Karlin’s theorem. For
better comprehensibility, we break the verification into succession of steps.
Step 1: Υ(z) is convex for each z ∈ V0

b .
In fact, if h1 and h2 have a place with Υ(z), then there exists v1, v2 ∈ SF ,z%(s,zs+ys)+y%(s,zs+ys) such that, for

t ∈ I , we have

hi(t) = G (t, z%(t,zt+yt) + y%(t,zt+yt))− Sα(t)G (0, ς(0)) +
∫ t

0

Sα(t− s)vi(s)ds, i = 1, 2.

Let 0 ≤ d ≤ 1. Then, for every t ∈ I , we have

(λh1 + (1− λ)h2)(t) = G (t, z%(t,zt+yt) + y%(t,zt+yt))− Sα(t)G (0, ς(0)) +
∫ t

0

Sα(t− s)
[
λv1(s) + (1− λ)v2(s)

]
ds.

Since F has convex values, SF ,z%(s,zs+ys)+y%(s,zs+ys) is convex, we see that (λh1 + (1− λ)h2) ∈ Υ(z).
Step 2: Υ(Br) ⊆ Br for some r > 0.

We assert that there exists a positive number r such that Υ(br) ⊆ Br. On the off chance that it is not true,
then for every positive number r, there exists a function zr ∈ Br and h ∈ Υ(zr) such that |h(t)| > r for some
t ∈ I . Then from Remark 3.1, we have

r < |h(t)| ≤ |G (t, z%(t,zt+yt) + y%(t,zt+yt))− G (t, 0) + G (t, 0)|+ ‖Sα(t)‖B(X)|G (0, ς(0))|

+
∫ t

0

‖Sα(t− s)‖B(X)|F (s, z%(s,zs+ys) + y%(s,zs+ys))−F (s, 0) + F (s, 0)|ds

≤ KG D∗
1 r + KG C1 + G ∗ + M |G (0, ς(0))|+ Mk∗D∗

1 r + MC1k
∗ + MF ∗

≤ KG D∗
1 r + Mk∗D∗

1 r + C2,

where C2 = KG C1 + G ∗ + M |G (0, ς(0))| + MC1k
∗ + MF ∗ is independent of r. Dividing both sides by r and

taking the lower limit, we have [
D∗

1 (KG + Mk∗)
]
≥ 1.

This contradicts to (3.2). Hence for some positive number r, Υ(Br) ⊆ Br.
Step 3: Υ(Br) is relatively compact.

We know that Br is bounded and Υ(Br) ⊆ Br, it is clear that Υ(Br) is bounded. It remains to show that
Υ(Br) is equicontinuous.

Let η1, η2 ∈ I with η1 < η2 and z ∈ Υ(Br). Then from the remark 3.1 (iii), we have

|h(η2)− h(η1)| ≤ |G (η2, z%(η2,zη2+yη2 ) + y%(η2,zη2+yη2 ))− G (η1, z%(η1,zη1+yη1 ) + y%(η1,zη1+yη1 ))|

+ ‖Sα(η2)− Sα(η1)‖B(X)|G (0, ς(0))|

+
∫ η1

0

‖Sα(η2 − s)− Sα(η1 − s)‖B(X)|F (s, z%(s,zs+ys) + y%(s,zs+ys))|ds

+
∫ η2

η1

‖Sα(η2 − s)‖B(X)|F (s, z%(s,zs+ys) + y%(s,zs+ys))|ds

8
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≤ |G (η2, z%(η2,zη2+yη2 ) + y%(η2,zη2+yη2 ))− G (η1, z%(η1,zη1+yη1 ) + y%(η1,zη1+yη1 ))|

+ ‖Sα(η2)− Sα(η1)‖B(X)|G (0, ς(0))|

+ D∗
1 r

∫ η1

0

‖Sα(η2 − s)− Sα(η1 − s)‖B(X)k(s)ds

+ C1

∫ η1

0

‖Sα(η2 − s)− Sα(η1 − s)‖B(X)k(s)ds

+
∫ η1

0

‖Sα(η2 − s)− Sα(η1 − s)‖B(X)|F (s, 0)|ds

+ D∗
1 r

∫ η2

η1

‖Sα(η2 − s)‖B(X)k(s)ds

+ C1

∫ η2

η1

‖Sα(η2 − s)‖B(X)k(s)ds

+
∫ η2

η1

‖Sα(η2 − s)‖B(X)|F (s, 0)|ds.

At the point when η2 → η1, the right-hand side of the overhead inequality has a tendency to zero, subsequent
to by (H7) and Sα(t) is uniformly continuous, this demonstrates the equicontinuity. As a result of Steps 1-3,
together with the Arzela-Ascoli’s theorem, we conclude that the operator Υ is completely continuous.
Step 4: Υ has a closed graph.

Suppose that zn → z∗, hn ∈ Υ(zn) with hn → h∗. We claim that h∗ ∈ Υ(z∗). In fact, assumption hn ∈ Υ(zn)

suggests that there exists vn ∈ SF ,zn
%(s,zn

s +ys)+y%(s,zn
s +ys) such that, for every t ∈ I ,

hn(t) = G (t, zn
%(t,zn

t +yt)
+ y%(t,zn

t +yt))− Sα(t)G (0, ς(0)) +
∫ t

0

Sα(t− s)vn(s)ds.

We must demonstrate that there exists v∗ ∈ SF ,z∗
%(s,z∗s +ys)+y%(s,z∗s +ys) such that, for each t ∈ I ,

h∗(t) = G (t, z∗%(t,z∗t +yt)
+ y%(t,z∗t +yt))− Sα(t)G (0, ς(0)) +

∫ t

0

Sα(t− s)v∗(s)ds.

Set

Θn(t) = hn(t)− G (t, zn
%(t,zn

t +yt)
+ y%(t,zn

t +yt))− Sα(t)G (0, ς(0)) +
∫ t

0

Sα(t− s)vn(s)ds,

Θ∗(t) = h∗(t)−G(t, z∗%(t,z∗t +yt)
+ y%(t,z∗t +yt))− Sα(t)G (0, ς(0)) +

∫ t

0

Sα(t− s)v∗(s)ds.

We have, for every t ∈ I ,
‖Θn(t)−Θ∗(t)‖ → 0 as n →∞.

Recognize the linear continuous operator Ψ : L1(I , X) → V0
b defined by

Ψ(v)(t) =
∫ t

0

Sα(t− s)v(s)ds.

From Lemma 2.1 and the definition of Ψ, it follows that Ψ◦SF is a closed graph operator, and for every t ∈ I ,

Θn(t) ∈ Ψ(SF ,zn
%(s,zn

s +ys)+y%(s,zn
s +ys)).

Since zn → z∗ and Ψ ◦ SF is a closed graph operator, then there exists v∗ ∈ SF ,z∗
%(s,z∗s +ys)+y%(s,z∗s +ys) such that,

for each t ∈ I ,

h∗(t)− G (t, z∗%(t,z∗t +yt)
+ y%(t,z∗t +yt)) + Sα(t)G (0, ς(0)) =

∫ t

0

Sα(t− s)v∗(s)ds.

9
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Hence h∗ ∈ Υ(z∗).
As a result of Lemma 2.2, we find that Υ has a fixed point z on the interval (−∞, b]. Along these lines,

x = z + y is a fixed point of the operator Υ which is the mild solution of the structure (1.1)-(1.2).

Our next result is focused on the Leray-Schauder’s alternative fixed point theorem [2]. In order to utilize
this theorem, we require the subsequent further hypothesis:

(H3∗) There exists a function ϑ ∈ L1(I , R+) and a continuous non-decreasing function � : R+ → (0,∞) such
that

|F (t, u)| ≤ ϑ(t)�(‖u‖B) for a.e. t ∈ I and each u ∈ B.

If µ = 1−D∗
1 KG > 0 and

D∗
1 M

µ

∫ b

0

ϑ(s)ds <

∫ ∞

C

ds

�(s)
,

where C = C1 + D∗
1

µ

[
M |G (0, ς(0))|+ KG C1 + G ∗

]
.

Theorem 3.2. Assume that (H1), (H2), (H3∗) and (H5)-(H8) are fulfilled. Then, the problem (1.1)-(1.2) has a mild
solution on (−∞, b].

Proof. Let z be solutions of the inclusion z ∈ λΥ(z), for any λ ∈ (0, 1), then there exists v ∈ SF,z%(s,zs+ys)+y%(s,zs+ys)

such that

|z(t)| ≤ ‖Sα(t)‖B(X)|G (0, ς(0))|+ |G (t, z%(t,zt+yt) + y%(t,zt+yt))− G (t, 0) + G (t, 0)|

+
∫ t

0

‖Sα(t− s)‖B(X)|F (s, z%(s,zs+ys) + y%(s,zs+ys))|ds

≤ M |G (0, ς(0))|+ KG ‖z%(t,zt+yt) + y%(t,zt+yt)‖B + G ∗

+ M

∫ t

0

ϑ(s)�(‖z%(s,zs+ys) + y%(s,zs+ys)‖B)ds.

From the remark 3.1, we have

|z(t)| ≤ M |G (0, ς(0))|+ KG C1 + KG D∗
1 |z(t)|+ G ∗ + M

∫ t

0

ϑ(s)�(D∗
1 |z(s)|+ C1)ds

≤ 1
µ

[
M |G (0, ς(0))|+ KG C1 + G ∗

]
+

M

µ

∫ t

0

ϑ(s)�(D∗
1 |z(s)|+ C1)ds.

Then

D∗
1 |z(t)|+ C1 ≤ C1 +

D∗
1

µ

[
M |G (0, ς(0))|+ KG C1 + G ∗

]
+

D∗
1 M

µ

∫ t

0

ϑ(s)�(D∗
1 |z(s)|+ C1)ds.

We conceive the function β characterized by

β(t) = sup{D∗
1 |z(s)|+ C1 : 0 ≤ s ≤ b}, t ∈ I .

Let t∗ ∈ [0, t] be such that β(t) = D∗
1 |z(t∗)|+ C1‖ς‖B. By the aforementioned inequality, we sustain

β(t) ≤ C1 +
D∗

1

µ

[
M |G (0, ς(0))|+ KG C1 + G ∗

]
+

D∗
1 M

µ

∫ t

0

ϑ(s)�(β(s))ds.

Let us occupy the right-hand side of the overhead inequality as v(t), for all t ∈ I . Then, we sustain

β(t) ≤ v(t), for all t ∈ I .

10
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From the meaning of v, we obtain

v(0) = C1 +
D∗

1

µ

[
M |G (0, ς(0))|+ KG C1 + G ∗

]
= C

and
v′(t) =

D∗
1 M

µ
ϑ(t)�(β(t)), a.e. t ∈ I .

Applying the non-decreasing character of �, we conclude

v′(t) ≤ D∗
1 M

µ
ϑ(t)�(v(t)), a.e. t ∈ I ,

and hence ∫ v(t)

v(0)=C

ds

�(s)
≤ D∗

1 M

µ

∫ t

0

ϑ(s)ds ≤ D∗
1 M

µ

∫ b

0

ϑ(s)ds <

∫ ∞

C

ds

�(s)
.

In this manner, for each t ∈ I , there exists a constant Λ∗ such that v(t) ≤ Λ∗ and henceforth β(t) ≤ Λ∗. Since
‖z‖B ≤ β(t), we have ‖z‖B ≤ Λ∗. Set

U = {z ∈ V0
b : ‖z‖∞ < Λ∗ + 1}.

From Theorem 3.1, we realize that the operator Υ : U → Υ(z) is completely continuous. Besides, from the
decision of U , there is no z ∈ ∂U such that z = λΥ(z), for λ ∈ (0, 1). As an outcome of the nonlinear alternative
of Leray-Schauder type [2], we conclude that Υ has a fixed point z in U , then the structure (1.1)-(1.2) has at
least one mild solution on (−∞, b].

3.2 Existence results: Nonconvex case

The next step is to demonstrate the existence results for the structure (1.1)-(1.2). Our result is focused
around the Lemma 2.3.

Theorem 3.3. Assume that the subsequent hypotheses hold:

(H8) F : I ×B → Pcp(X) has the assets that F (·, u) : I → Pcp(X) is measurable, for each u ∈ B.

(H9) There exists ℘ ∈ L1(I , R+) such that

Hd(F (t, u),F (t, u)) ≤ ℘(t)‖u− u‖B, for every u, u ∈ B,

and
d(0,F (t, 0)) ≤ ℘(t) a.e. t ∈ I .

(H10) There exists a positive constant L∗ > 0 such that

|G (t, u)− G (t, u)| ≤ L∗‖u− u‖B, a.e t ∈ I and for all u.u ∈ B.

Then the problem (1.1)-(1.2) has at least one mild solution on (−∞, b].

Remark 3.2. For every z ∈ V0
b , the set SF ,z is nonempty, since, by (H8), F has a measurable choice [43, Theorem III.6].

Proof. Let Υ : V0
b → P(V0

b ), where Υ is defined in Theorem 3.1 be solutions of the problem (1.1)-(1.2). Presently,
we might demonstrate that the operator Υ fulfills all the states of Lemma 2.3. For our comfort, we split up the
proof into two steps:

11
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Step 1: Υ(z) ∈ Pcl(V0
b ) for all z ∈ V0

b .
In fact, let (zn)n≥0 ∈ Υ(z) be such that zn → z̃ ∈ V0

b . Then z̃ ∈ V0
b and there exists vn ∈ SF ,z%(s,zs+ys)+y%(s,zs+ys)

such that, for every t ∈ I ,

zn(t) = G (t, z%(t,zt+yt) + y%(t,zt+yt))− Sα(t)G (0, ς(0)) +
∫ t

0

Sα(t− s)vn(s)ds.

Utilizing the way that F has compact values and from (H9), we may go to a subsequence if important to get
that vn converges to v in L1(I , X) and consequently v ∈ SF ,z%(s,zs+ys)+y%(s,zs+ys) . Then, for every t ∈ I ,

zn(t) → z̃ = G (t, z%(t,zt+yt) + y%(t,zt+yt))− Sα(t)G (0, ς(0)) +
∫ t

0

Sα(t− s)v(s)ds.

So z̃ ∈ Υ(z).
Step 2: There exists Λ < 1 such that

Hd(F (z),F (z)) ≤ Λ‖z − z‖∞ for all z, z ∈ V0
b .

Let z, z ∈ V0
b and h ∈ Υ(z). Then there exists v(t) ∈ F (t, z%(t,zt+yt) + y%(t,zt+yt)) such that, for every t ∈ I ,

h(t) = G (t, z%(t,zt+yt) + y%(t,zt+yt))− Sα(t)G (0, ς(0)) +
∫ t

0

S(t− s)v(s)ds.

From (H9), it takes after that

Hd

(
F (t, z%(t,zt+yt) + y%(t,zt+yt)),F (t, z%(t,zt+yt) + y%(t,zt+yt))

)
≤ ℘(t)‖z%(t,zt+yt) − z%(t,zt+yt)‖B.

Therefore, there is w ∈ F (t, z%(t,zt+yt) + y%(t,zt+yt)) such that

|v(t)− w| ≤ ℘(t)‖z%(t,zt+yt) − z%(t,zt+yt)‖B, t ∈ I .

Recognize U : I → P(X) specified by

U(t) = {w ∈ X : |v(t)− w| ≤ ℘(t)‖z%(t,zt+yt) − z%(t,zt+yt)‖B}.

Since the multivalued operator V (t) = U(t)
⋂

F (t, z%(t,zt+yt) + y%(t,zt+yt)) is measurable [43, Proposition III.4],
there exists a function v(t), which is measurable choice v. Along these lines, v(t) ∈ F (t, z%(t,zt+yt) +y%(t,zt+yt)),
and utilizing phase space axioms, for every t ∈ J , we obtain

|v(t)− v(t)| ≤ ℘(t)‖z%(t,zt+yt) − z%(t,zt+yt)‖B

≤ ℘(t)D∗
1 |z(t)− z(t)|.

For every t ∈ I , give us a chance to characterize

h(t) = G (t, z%(t,zt+yt) + y%(t,zt+yt))− Sα(t)G (0, ς(0)) +
∫ t

0

S(t− s)v(s)ds.

Then, for every t ∈ I ,

|h(t)− h(t)| ≤ |G (t, z%(t,zt+yt) + y%(t,zt+yt))− G (t, z%(t,zt+yt) + y%(t,zt+yt))|

+
∫ t

0

‖Sα(t− s)‖B(X)|v(s)− v(s)|ds

≤ L∗‖z%(t,zt+yt) − z%(t,zt+yt)‖B + MD∗
1

∫ t

0

℘(s)|z(s)− z(s)|ds

≤ L∗D
∗
1 |z(t)− z(t)|+

∫ t

0

℘(s)|z(s)− z(s)|ds

12
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≤
[
L∗D

∗
1 eτL(t)

][
e−τL(t)|z(t)− z(t)|

]
+

∫ t

0

[
℘(s)eτL(s)

][
e−τL(s)|z(s)− z(s)|

]
ds

≤ L∗D
∗
1 eτL(t)‖z − z‖V + ‖z − z‖V

∫ t

0

[eτL(s)

τ

]′
ds

≤
[
L∗D

∗
1 +

1
τ

]
eτL(t)‖z − z‖V ,

where τ > 0, L(t) =
∫ t

0

℘(s)ds, ℘(t) = MD∗
1 ℘(t), and ‖ · ‖V is the Bielecki-type norm on V0

b defined by

‖z‖V = sup{e−τL(t)‖z(t)‖ : t ∈ I }.
Thus, we obtain

‖h− h‖V ≤
[
L∗D

∗
1 +

1
τ

]
‖z − z‖V .

By exchanging the parts of z and z, we have

Hd(Υ(z),Υ(z)) ≤
[
L∗D

∗
1 +

1
τ

]
‖z − z‖V .

Settling τ > 0 and for
[
L∗D∗

1 + 1
τ

]
< 1, implies Υ is a contraction, and by Lemma 2.3, it has a fixed point z,

which represents a mild solution (1.1)-(1.2).

4 Application

We consider the FNIDI with SDD, namely:

∂

∂t

[
u(t, ξ)− g(t, u(t− σ(u(t, 0)), ξ))

]
∈

∫ 0

t

(t− s)α−2

Γ(α− 1)

( ∂2

∂ξ2
− r

)[
u(s, ξ)− g(s, u(s− σ(u(s, 0)), ξ))

]
ds

+
[
f1(t, u(t− σ(u(t, 0)), ξ)), f2(t, u(t− σ(u(t, 0)), ξ))

]
, 0 ≤ t ≤ b, 0 ≤ ξ ≤ π, (4.1)

u(t, 0) = u(t, π) = 0, t ∈ I , (4.2)

u(θ, ξ) = u0(θ, ξ), θ ∈ (−∞, 0], ξ ∈ J = [0, π], (4.3)

where 1 < α < 2, (u0, σ) ∈ C(R, [0,∞)), Lξ =
( ∂2

∂ξ2
− r

)
, r > 0 stands for the operator with respect to the

special variable ξ, f1, f2 : I × B → R are measurable in t and continuous in x, and g : I × B → R are
appropriate functions. We expect that for every t ∈ I , f1(t, ·) is lower semicontinuous , and assume that for
each t ∈ I , f2(t, ·) is upper semicontinuous.

Consider X = L2([0, π], R) and the operator A : Lξ : D(A ) ⊂ X → X with domain

D(A ) = {u ∈ X : u′′ ∈ X, u(0) = u(π) = 0}.

A is densely defined in X and is sectorial. As a result A represents a generator of a solution operator on X.
For the phase space, we pick B = Cγ = {ς ∈ C((−∞, 0] : X) : lim

θ→−∞
eγθς(θ) exists in X} invested with the

norm
|ς| = sup

−∞<θ≤0
eγθ|ς(θ)|.

We note that the phase space Cγ satisfies the conditions (P1), (P2) and (P3). Set

x(t)(ξ) = u(t, ξ), t ∈ I , ξ ∈ J ,

ς(0)(ξ) = u0(θ, ξ), t ∈ I , θ ≤ 0,

G (t, ς)(ξ) = g(t, ς(0, ξ)), t ∈ I , ξ ∈ J ,
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F (t, ς)(ξ) =
[
f1(t, ς(0, ξ)), f2(t, ς(0, ξ))

]
, t ∈ I , ξ ∈ J ,

%(t, ς) = t− σ(ς(0, 0)).

The multivalued map F is u.s.c. with compact convex values [43]. Hence (H1) and (H2) are satisfied.
At this stage, the existence of mild solutions can be reasoned from an immediate application of Theorem

3.2.

Theorem 4.1. Let ς ∈ Cγ be such that (Hς) holds, and let t → ςt be continuous on R(%−). Moreover, we assume that
(H3∗) is fulfilled. Thus, there exists at least one mild solution of (4.1)-(4.3).

Corollary 4.1. Let ς ∈ Cγ be continuous and bounded and assume that (H3∗) holds. Thus, there exists at least one mild
solution of (4.1)-(4.3) on (−∞, b].
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NEW HERMITE−HADAMARD’S INEQUALITIES FOR

PREINVEX FUNCTIONS VIA FRACTIONAL INTEGRALS

SHAHID QAISAR, MUHAMMAD IQBAL, AND MUHAMMAD MUDDASSAR*

Abstract. In this paper,we have established some Hermite− Hadamard in-

equalities for preinvex functions via fractional integrals and these results have

some relationship with the obtained results. Application of the obtained re-
sults are given as well.

1. Introduction

The usefulness of inequalities involving convex functions is realized from the very
beginning and is now widely acknowledged as one of the prime driving forces behind
the development of several modern branches of mathematics and has been given
considerable attention. One of the most famous inequalities for convex functions is
Hermite−Hadamard’s inequality, stated as [12]:

Let f : I ⊂ R → R be a convex function on the interval I of real numbers and
a, b ∈ I with a < b. Then

f

(
a+ b

2

)
≤ 1

b− a

∫ b

a

f(x) dx ≤ f(a) + f(b)

2
. (1)

Both inequalities hold in the reversed direction for f to be concave.
In [19] Pearce and J. Pecaric established the following result connected with the

right part of (1).

Theorem 1. Let f : I0 ⊆ R→ R is a differentiable function on I0 a, b ∈ I0 with
a < b,and If |f ′|q is convex function on [a, b],for some fixed q ≥ 1.then the following
inequality holds:∣∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

b∫
a

f(x)dx

∣∣∣∣∣∣ ≤ b− a
4

[
|f ′ (a)|q + |f ′ (b)|q

2

] 1
q

.

If |f ′|q is concave function on [a, b], for some fixed q ≥ 1.then∣∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

b∫
a

f(x)dx

∣∣∣∣∣∣ ≤ b− a
4

∣∣∣∣f ′(a+ b

2

)∣∣∣∣ .
Some necessary definitions and mathematical preliminaries of fractional calculus

theory which are used further in this paper.

Date: October 21, 2015.
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Key words and phrases. Hermite−Hadamard’s Inequality, Convex Functions, Power-mean In-

equality, Riemann-Liouville Fractional Integration.
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2 S. Q, M. IQBAL, AND MUHAMMAD MUDDASSAR

Definition 1. Let f ∈ L1[a, b]. The left−sided and right−sided Riemann−Liouville
fractional integrals of order α > 0 with a ≥ 0 are defined by

Jαa+f(x) =
1

Γ(α)

∫ x

a

(x− t)α−1f(t)dt, a < x

and

Jαb−f(x) =
1

Γ(α)

∫ b

x

(t− x)α−1f(t)dt, x < b

respectively, where Γ(.) is Gamma function and its definition is Γ(α) =
∫∞
0
e−uuα−1du.

It is to be noted that J0
a+f(x) = J0

b−f(x) = f(x).
In the case of α = 1, the fractional integral reduces to the classical integral.

Properties concerning this operator can be found in [13] and for some recent re-
sults connected with fractional integral inequalities, see [8], [9], [10], [17], [22],[24].
Hermite−Hadamard Inequality has received renewed attention in recent years and
a remarkable variety of refinements and generalizations have been found in [11],
[15], [16], [19] and the references cited therein.

In [24] Sarikaya et. al. proved a variant of Hermite−Hadamard’s inequalities in
fractional integral forms as follows:

Theorem 2. Let f : [a, b] → R be a positive function with 0 ≤ a < b and
f ∈ L1[a, b]. If f is convex function on [a, b], then the following inequalities for
fractional integrals hold:

f

(
a+ b

2

)
≤ Γ(α+ 1)

2(b− a)α
[Jαa+f(b) + Jαb−f(a)] ≤ f(a) + f(b)

2
(2)

with α > 0

Remark 1. For α = 1, inequality (2) reduces to inequality (1).
Using the following identity Sarikaya et. al. established the following result which

hold for convex functions.

Lemma 1. Let f : [a, b]→ R be a differentiable function on (a, b), with a < b and
f ′ ∈ L[a, b], then the following identity holds:

f(a)+f(b)

2
− Γ(α+1)

2(b− a)α
[Jαa+f(b)+Jαb−f(a)]

=
b− a

2

∫ 1/2

0

[(1− t)α − tα] f ′(ta+ (1− t)b)dt, (3)

Theorem 3. Let f : [a, b] → R be a differentiable function on (a, b), with a < b. If |f ′|
is convex function on [a, b], then the following inequalities for fractional integrals holds:

f(a) + f(b)

2
− Γ(α+ 1)

2(b− a)α
[Jαa+f(b) + Jαb−f(a)] ≤ b− a

2(α+ 1)

(
1− 1

2α

)
( |f ′(a)|+|f ′(b)| ). (4)

In recent years several extensions and generalizations have been considered for
classical convexity. A significant generalization of convex functions is that of in-
vex functions introduced by Hanson in [14]. Weir and Mond [18] introduced the
concept of preinvex functions and applied it to the establishment of the sufficient
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GENERALIZATION OF INEQUALITIES ANALOGOUS TO H−H INEQUALITY 3

optimality conditions and duality in nonlinear programming. Pini [20] introduced
the concept of prequasiinvex as a generalization of invex functions. Later, Mohan
and Neogy[18] obtained some properties of generalized preinvex functions. Noor
[2]-[4] has established some Hermite-Hadamard type inequalities for preinvex and
log-preinvex functions. In recent papers Barani et al. in [5] presented some esti-
mates of the right hand side of a Hermite-Hadamard type inequality in which some
preinvex functions are involved. In this paper we generalized the results in [15] and
[16] for preinvex functions via fractional integrals. Let K be a closed set Rn and
let f : K → R and η : K ×K → R be continuous functions. Let x ∈ K, then the
set K is said to be invex at x with respect to η (., .) ,

If

x+ tη (y, x) ∈ K,∀x, y ∈ K, t ∈ [0, 1] .

K is said to be an invex set with respect to η if K is invex at each x ∈ K. The
invex set K is also called a η-connected set.

Definition 2. The function f on the invex set Kis said to be preinvex with respect
to η, if

f (u+ tη (v, u)) ≤ + (1− t) f (u) + tf (v) ,∀u, v ∈ K, t ∈ [0, 1] .

The function f is said to be preconcave if and only if −f is preinvex.

In the recent paper, Noor [4] has obtained the following Hermite-Hadamard
inequalities for the preinvex functions:

Theorem 4. Let f : [a, a+ η (b, a)] → (0,∞) be a open preinvex function on the
interval of real numbers K0 (the interior of K0) and a, b ∈ K0 with a < a+η (b, a) .
the following inequality holds:

f

(
2a+ η (b, a)

2

)
≤ 1

η (b, a)

a+η(b,a)∫
a

f(x)dx ≤ f(a) + f(b)

2
.

Barani, Ghazanfari and Dragomir in [5], presented the following estimates of the
right-side of a Hermite-Hadamard type inequality in which some preinvex functions
are involved.

Theorem 5. Let K ⊆ R be an open invex subset with respect to η : K ×K → R.
Suppose that f : K → R is a differentiable function. If |f ′| is preinvex on K, then
for every a, b ∈ K with η (b, a) 6= 0 the following inequality holds:∣∣∣∣∣∣∣

f(a) + f(a+ η (b, a))

2
− 1

η (b, a)

a+η(b,a)∫
a

f(x)dx

∣∣∣∣∣∣∣ ≤
η (b, a)

8
{|f ′ (a)|+ |f ′ (b)|} .

Theorem 6. Let K ⊆ R be an open invex subset with respect to η : K ×K → R.
Suppose that f : K → R is a differentiable function. Assume p ∈ R with p > 1. If

|f ′|
p

(p−1) is preinvex on K, then for every a, b ∈ K with η (b, a) 6= 0 the following
inequality holds:∣∣∣∣∣∣∣
f(a) + f(a+ η (b, a))

2
− 1

η (b, a)

a+η(b,a)∫
a

f(x)dx

∣∣∣∣∣∣∣ ≤
η (b, a)

2 (1 + p)1/p

 |f ′ (a)|
p

(p−1)

+ |f ′ (b)|
p

(p−1)

2


p−1
p

.
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4 S. Q, M. IQBAL, AND MUHAMMAD MUDDASSAR

The aim of this paper is to establish left Hermite−Hadamard type inequalities
for Riemann−Liouville fractional integral using the identity obtained for fractional
integrals.

2. Main Results

In order to obtain our results, we modified [15, Lemma 2.1] as following:

Lemma 2. Let A ⊆ R be an open invex subset with respect to η : A×A→ R and
a, b ∈ A with a < a+η (b, a) .Suppose that f : A→ R be a differentiable function.If
f ′is preinvex function on A and f ′ ∈ L[a, a + η (b, a)], then the following identity
for Riemann−Liouville fractional integrals holds:

f

(
2a+ η(b, a)

2

)
− Γ(α+ 1)

2ηα(b, a)

[
Jαa+f(a+ η(b, a)) + Jαa+η(b,a)−f(a)

]
=
η(b, a)

2

4∑
k=1

Ik, (5)

where

I1 =

∫ 1/2

0

tαf ′(a+ tη(b, a))dt, I2 =

∫ 1/2

0

(−tα)f ′(b+ tη(a, b))dt,

I3 =

∫ 1

1/2

(tα − 1)f ′(a+ tη(b, a))dt, I4 =

∫ 1

1/2

(1− tα)f ′(b+ tη(a, b))dt.

Proof. Integrating by parts

I1 =

∫ 1/2

0

tαf ′(a+ tη(b, a))dt

=
tαf(a+ tη(b, a))dt

η(b, a)

∣∣∣∣1/2
0

− α

η(b, a)

∫ 1/2

0

tα−1f(a+ tη(b, a))dt

=
2−α

η(b, a)
f

(
2a+ η(b, a)

2

)
− α

η(b, a)

∫ 1/2

0

tα−1f(a+ tη(b, a))dt.

Analogously:

I2 =
2−α

η(b, a)
f

(
2a+ η(b, a)

2

)
− α

η(b, a)

∫ 1/2

0

tα−1f(b+ tη(a, b))dt

and

I3 =

∫ 1

1/2

(tα − 1)f ′(a+ tη(b, a))dt

=
(tα − 1)f((a+ tη(b, a))

η(b, a)

∣∣∣∣1
1/2

− α

η(b, a)

∫ 1

1/2

tα−1f(a+ tη(b, a))dt

=
1− 2−α

η(b, a)
f

(
2a+ η(b, a)

2

)
− α

η(b, a)

∫ 1

1/2

tα−1f(a+ tη(b, a))dt.

Analogously:

I4 =
1− 2−α

η(b, a)
f

(
2a+ η(b, a)

2

)
− α

η(b, a)

∫ 1

1/2

tα−1f(b+ tη(a, b))dt
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GENERALIZATION OF INEQUALITIES ANALOGOUS TO H−H INEQUALITY 5

Adding above equalities, we get

2

η(b, a)
f

(
2a+ η(b, a)

2

)
− α

η(b, a)

[∫ 1

0

tα−1f(a+ tη(b, a))dt+

∫ 1

0

tα−1f((b+ tη(a, b))dt

]
= I1 + I2 + I3 + I4.

Now making substitution u = (a+ tη(b, a)), we have∫ 1

0

tα−1f(a+ tη(b, a))dt =
1

ηα(b, a)

∫ a+η(b,a)

a

(u− a)α−1f(u)du

=
Γ(α)

ηα(b, a)
Jαb−f(a),

likewise ∫ 1/2

0

tα−1f(b+ tη(a, b)) =
Γ(α)

ηα(b, a)
Jαa+f(a+ η(b, a)),

which completes our proof.
New upper bound for the left-hand side of (2) for convex functions is proposed

in the following theorem.

Theorem 7. Let A ⊆ R be an open invex subset with respect to η : A × A → R
and a, b ∈ A with a < a + η (b, a) .Such that f ′ ∈ L[a, a + η (b, a)].Suppose that
f : A → R be a differentiable function. If |f ′| is preinvex function on A then the
following inequality for fractional integrals holds for 0 < α ≤ 1 :∣∣∣∣f (2a+ η(b, a)

2

)
−Γ(α+ 1)

2ηα(b, a)

[
Jαa+f(a+ η(b, a))+Jαa+η(b,a)−f(a)

]∣∣∣∣
≤ η(b, a)

2α+1(α+ 1)
( |f ′(a)|+ |f ′(b)| ) (6)

Proof. By using the properties of modulus on Lemma 2, we have∣∣∣∣f (2a+ η(b, a)

2

)
− Γ(α+ 1)

2ηα(b, a)

[
Jαa+f(a+ η(b, a)) + Jαa+η(b,a)−f(a)

]∣∣∣∣ ≤ η(b, a)

2

4∑
k=1

|Ik|.

Now, using preinvexity of |f ′|, we have

|I1| ≤
∫ 1/2

0

tα|f ′(a+ tη(b, a))|dt ≤
∫ 1/2

0

tα|f ′(1− t)a+ tb|dt

≤ |f ′(a)|
∫ 1/2

0

tα(1− t)dt+ |f ′(b)|
∫ 1/2

0

tα+1dt

=
α+ 3

2α+2(α+ 1)(α+ 2)
|f ′(a)|+ 1

2α+2(α+ 2)
|f ′(b)|.

Analogously:

|I2| ≤
α+ 3

2α+2(α+ 1)(α+ 2)
|f ′(b)|+ 1

2α+2(α+ 2)
|f ′(a)|.

By using preinvexity on |f ′| and fact that for α ∈ (0, 1] and ∀ t1, t2 ∈ [0, 1],

|t1α − t2α| ≤ |t1 − t2|α,
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|I3| ≤ |f ′(a)|
∫ 1

1/2

(1− tα)(1− t) dt+ |f ′(b)|
∫ 1

1/2

(1− tα)t dt

≤ |f ′(a)|
∫ 1

1/2

(1− t)α+1 dt+ |f ′(b)|
∫ 1

1/2

(t− tα+1) dt

=
1

2α+2(α+ 2)
|f ′(a)|+ α+ 3

2α+2(α+ 1)(α+ 2)
|f ′(b)|,

similarly

|I4| ≤
1

2α+2(α+ 2)
|f ′(b)|+ α+ 3

2α+2(α+ 1)(α+ 2)
|f ′(a)|,

which completes the proof.

Corollary 1. If we take η(b, a) = b− a in Theorem 7, then inequality (6) becomes
inequality as∣∣∣∣f (a+ b

2

)
− Γ(α+ 1)

2(b− a)α
[Jαa+f(b)+Jαb−f(a)]

∣∣∣∣ ≤ (b− a)

2α+1(α+ 1)
( |f ′(a)|+ |f ′(b)| ). (7)

Remark 2. If we take α = 1, in Corollary 1 then inequality (7) becomes inequality
as obtained in [15, Theorem 2.2] .

The corresponding version for powers of the absolute value of the derivative is
incorporated in the following theorem.

Theorem 8. Let A ⊆ R be an open invex subset with respect to η : A × A → R
and a, b ∈ A with a < a + η (b, a) .Such that f ′ ∈ L[a, a + η (b, a)].Suppose that

f : A → R be a differentiable function. If |f ′|
p
p−1 is preinvex function on A for

some fixed p ≥ 1 with q = p
p−1 , then the following inequality for fractional integrals

holds for 0 < α ≤ 1 :∣∣∣∣f (2a+ η(b, a)

2

)
− Γ(α+ 1)

2ηα(b, a)

[
Jαa+f(a+ η(b, a)) + Jαa+η(b,a)−f(a)

]∣∣∣∣
≤ η(b, a)

2α+1(αp+ 1)1/p

[(
|f ′(b)|q+3|f ′(a)|q

4

)1/q

+

(
|f ′(a)|q+ 3|f ′(b)|q

4

)1/q
]
. (8)

Proof. From Lemma 2 and using Hölder inequality with properties of modulus,
we have∣∣∣∣f (2a+ η(b, a)

2

)
− Γ(α+ 1)

2(b− a)α

[
Jαa+f(a+ η(b, a)) + Jαa+η(b,a)−f(a)

]∣∣∣∣ ≤ η(b, a)

2

4∑
k=1

|Ik|.

By using the convexity of |f ′|q, we have

|I1| ≤

(∫ 1/2

0

tαpdt

)1/p(∫ 1/2

0

|f ′(a+ tη(b, a))|q dt

)1/q

≤
(

1

2αp+1(αp+ 1)

)1/p
(
|f ′(a)|q

∫ 1/2

0

(1− t)dt+ |f ′(b)|q
∫ 1/2

0

t dt

)1/q

=

(
1

2αp+1(αp+ 1)

)1/p( |f ′(b)|q+3|f ′(a)|q

8

)1/q

,
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similarly

|I2| ≤
(

1

2αp+1(αp+ 1)

)1/p(
3|f ′(b)|q+|f ′(a)|q

8

)1/q

,

now

|I3| ≤

(∫ 1

1/2

(1− tα)pdt

)1/p(∫ 1

1/2

|f ′ (tb+ (1− t)a)|q dt

)1/q

.

Let α ∈ (0, 1] and ∀ t1, t2 ∈ [0, 1],

|t1α − t2α| ≤ |t1 − t2|α,

therefore ∫ 1

1/2

(1− tα)pdt ≤
∫ 1

1/2

(1− t)αpdt =
1

2αp+1(αp+ 1)

Hence

|I3| ≤
(

1

2αp+1(αp+ 1)

)1/p( |f ′(b)|q+3|f ′(a)|q

8

)1/q

,

and

|I4| ≤
(

1

2αp+1(αp+ 1)

)1/p(
3|f ′(b)|q+ |f ′(a)|q

8

)1/q

,

which completes the proof.

Corollary 2. .If we take η(b, a) = b− a in Theorem 8, then inequality (8) becomes
inequality (2.1) of [16, Theorem 2.3]∣∣∣∣f (a+ b

2

)
− Γ(α+ 1)

2(b− a)α
[Jαa+f(b) + Jαb−f(a)]

∣∣∣∣
≤ (b− a)

2α+1(αp+ 1)1/p

[(
|f ′(b)|q+3|f ′(a)|q

4

)1/q

+

(
|f ′(a)|q+ 3|f ′(b)|q

4

)1/q
]
. (9)

Remark 3. If we take α = 1, in Corollary 2 then inequality (9) becomes inequality
(2.1) of [15, Theorem 2.3] .

Another similar result may be extended in the following theorem.

Theorem 9. Let A ⊆ R be an open invex subset with respect to η : A × A → R
and a, b ∈ A with a < a + η (b, a) .Such that f ′ ∈ L[a, a + η (b, a)].Suppose that

f : A → R be a differentiable function. If |f ′|
p
p−1 is preinvex function on A for

some fixed p > 1 with q = p
p−1 , then the following inequality for fractional integrals

holds for α > 0:∣∣∣∣f (2a+ η(b, a)

2

)
− Γ(α+ 1)

2ηα(b, a)
[Jαa+f(b) + Jαb−f(a)]

∣∣∣∣ ≤ η(b, a)

2α+1(α+ 1)
×[(

(α+ 3) |f ′(b)|q+(α+ 1) |f ′(a)|q

2(α+ 2)

)1/q

+

(
(α+ 3) |f ′(a)|q+(α+ 1) |f ′(b)|q

2(α+ 2)

)1/q
]
. (10)

Proof. Using the well-known power-mean integral inequality for q > 1 we have

|I1| ≤

(∫ 1/2

0

tαdt

)1−1/q (∫ 1/2

0

tα |f ′(a+ tη(b, a))|q dt

)1/q
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By preinvexity of |f ′|q

|I1| ≤
(

1

2α+1(α+ 1)

)1−1/q (
α+ 3

2α+2(α+ 1)(α+ 2)
|f ′(a)|q +

1

2α+2(α+ 2)
|f ′(b)|q

)1/q

=
1

2α+1(α+ 1)

(
(α+ 3) |f ′(a)|q + (α+ 1) |f ′(b)|q

2(α+ 2)

)1/q

Analogously:

|I2| ≤
1

2α+1(α+ 1)

(
(α+ 3) |f ′(b)|q + (α+ 1) |f ′(a)|q

2(α+ 2)

)1/q

|I3| ≤
1

2α+1(α+ 1)

(
(α+ 3) |f ′(b)|q + (α+ 1) |f ′(a)|q

2(α+ 2)

)1/q

and

|I4| ≤
1

2α+1(α+ 1)

(
(α+ 3) |f ′(a)|q + (α+ 1) |f ′(b)|q

2(α+ 2)

)1/q

Combining all the obtained inequalities, we get desired inequality. Which completes
the proof.

Corollary 3. Let A ⊆ R be an open invex subset with respect to η : A × A → R
and a, b ∈ A with a < a + η (b, a) .Such that f ′ ∈ L[a, a + η (b, a)].Suppose that
f : A→ R be a differentiable function. If |f ′|q is preinvex function on A for some
fixed q > 1 then the following inequality for fractional integrals holds for∣∣∣∣∣ 1

η(b, a)

∫ a+η(b,a)

a

f(x)dx−f
(

2a+ η(b, a)

2

)∣∣∣∣∣≤ η(b, a)

8

(
1 + 21/q

31/p

)
[|f ′(a)|+|f ′(b)|], (11)

Proof. If we take α = 1 in Theorem 9, then inequality (10) becomes as:∣∣∣∣∣ 1

η(b, a)

∫ a+η(b,a)

a

f(x)dx− f
(

2a+ η(b, a)

2

)∣∣∣∣∣
≤ η(b, a)

8

[(
2|f ′(a)|q + |f ′(b)|q

3

)1/q

+

(
|f ′(a)|q + 2|f ′(b)|q

3

)1/q
]
,

which can be made equivalent to (11) by using the fact:
n∑
i=1

(ai + bi)
r ≤

n∑
i=1

ai
r +

n∑
i=1

bi
r,

for 0 ≤ r < 1, a1, a2, ..., an ≥ 0 and b1, b2, ..., bn ≥ 0.

Remark 4. Inequality (11) is an improvement of obtained inequality as in [16, Theorem 2.1].

3. Applications to special means

In what follows we give certain generalizations of some notions for a positive
valued function of a positive variable.

Definition 3. A function M : R+ → R+,is called a Mean function if it has the
following properties:

(1) Homogeneity : M (ax, ay) = aM (x, y) , for all a > 0,
(2) Symmetry : M (x, y) = M (y, x) ,
(3) Reflexivity : M (x, x) = x,
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(4) Monotonicity : If x 6 x and y 6 y′ then M (x, y) = M (x′, y′) ,
(5) Internality : min {x, y} 6M (x, y) 6max{x, y} .

We consider some mens for arbitrary positive real numbers a and b (see for
instance [7]).

The arithmetic mean

A(a, b) =
a+ b

2
, a, b ∈ R

The geometric mean

G(a, b) =
√
ab , a, b ∈ R

The harmonic mean

H(a, b) =
2ab

a+ b
, a, b ∈ R\{0}

The power mean

P (a, b) =

(
ar + br

2

) 1
r

, r > 1

.The identric mean

I(a, b) =

 a if a = b

1
e

(
bb

aa

) 1
b−a

if a 6= b , a, b > 0

The logarithmic mean

L(a, b) =

{
a if a = b
b−a

lnb−lna if a 6= b ,

Generalized logarithmic mean

Ln(a, b) =


a if a = b[

bn+1−an+1

(n+1)(b−a)

] 1
n

if a 6= b , n ∈ Z\{−1, 0}; a, b > 0

Now, using the results of Section Main Results, some new inequalities are derived
for the above means.It is well known that Lp is monotonic nondecreasing over
p ∈ R,with L−1 := L and L0 := I. In particular, we have the following
inequality H 6 G 6 L 6 I 6 A.

Now letting a and b be positive real numbers such that a < b.Consider the
function M := M (a, b) : [a, a+ η (b, a)] × [a, a+ η (b, a)] → R+,which is one of
the above mentioned means, therefore one can obtain variant inequalities for these
means as follows:

Setting η (b, a) = M (b− a) in (6) , (8) , (10) , one can obtain the following inter-
esting inequalities involving means:

∣∣∣∣f (2a+M(b, a)

2

)
− Γ(α+ 1)

2Mα(b, a)

[
Jαa+f(a+M(b, a))+Jαa+M(b,a)−f(a)

]∣∣∣∣
≤ M(b, a)

2α+1(α+ 1)
( |f ′(a)|+ |f ′(b)| ). (12)
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∣∣∣∣f (2a+M(b, a)

2

)
− Γ(α+ 1)

2Mα(b, a)

[
Jαa+f(a+M(b, a)) + Jαa+M(b,a)−f(a)

]∣∣∣∣
≤ M(b, a)

2α+1(αp+ 1)1/p

[(
|f ′(b)|q+3|f ′(a)|q

4

)1/q

+

(
|f ′(a)|q+ 3|f ′(b)|q

4

)1/q
]
. (13)

∣∣∣∣f (2a+M(b, a)

2

)
− Γ(α+ 1)

2Mα(b, a)

[
Jαa+f(a+M(b, a)) + Jαa+M(b,a)−f(a)

]∣∣∣∣ ≤
M(b, a)

2α+1(α+1)

[(
(α+ 3)|f ′(a)|q+(α+ 1)|f ′(b)|q

2(α+ 2)

) 1
q

+

(
(α+ 3)|f ′(b)|q+(α+ 1)|f ′(a)|q

2(α+ 2)

) 1
q

]
. (14)

Proof. Letting M = A,G,H, P, I, L, LP in (12) , (13) , and (14) , we can get the required
inequalities, and the details are left to interested reader.
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Abstract

The purpose of this paper is to investigate the relationship between Borel directions and
shared-set of meromorphic functions and obtain some results of meromorphic functions sharing
one finite set in an angular domain containing a Borel line.
Key words: Meromorphic function; Borel direction; Uniqueness.
Mathematical Subject Classification (2010): 30D30.

1 Introduction and main results

We use C to denote the open complex plane, Ĉ(= C
⋃
{∞}) to denote the extended complex

plane, and Ω(⊂ C) to denote an angular domain. We assume that the readers are familiar with the
standard notations and fundamental results of Nevanlinna value distribution theory of meromorphic
functions (see [7, 16]).

Let S be a set of distinct elements in Ĉ and Ω := {z : α ≤ arg z ≤ β} ⊆ C. Define

E(S,Ω, f) =
⋃
a∈S
{z ∈ Ω|fa(z) = 0, counting multiplicities},

E(S,Ω, f) =
⋃
a∈S
{z ∈ Ω|fa(z) = 0, ignoring multiplicities},

where fa(z) = f(z)− a if a ∈ C and f∞(z) = 1/f(z).
Let f and g be two non-constant meromorphic functions in C. We say f and g share the set

S CM (counting multiplicities) in Ω if E(S,Ω, f) = E(S,Ω, g); we say f and g share the set S IM

(ignoring multiplicities) in Ω if E(S,Ω, f) = E(S,Ω, g). If S = {a}, where a ∈ Ĉ, we say f and g
share the value a CM in Ω if E(S,Ω, f) = E(S,Ω, g), and we say f and g share the value a IM in
Ω if E(S,Ω, f) = E(S,Ω, g). If Ω = C, we give the simple notation as before, E(S, f), E(S, f) and
so on(see [17]).

In 1926, R. Nevanlinna (see [11]) proved his famous five-value and four-value theorems. After
this very work, many investigations studied the uniqueness of meromorphic functions with shared
values in the whole complex plane (see [17]). Around 2003, Zheng [18, 19] was the first to study the
uniqueness of meromorphic functions sharing five values and four values in some angular domain
under some condition.
∗The first author was supported by the NSF of China(11561033, 11301233, 61202313), the Natural Science

Foundation of Jiangxi Province in China (20132BAB211001, 20151BAB201008), and the Foundation of Education
Department of Jiangxi (GJJ14644) of China.
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Theorem 1.1 ([18, Theorem 1.1]). Let f(z) and g(z) be both transcendental meromorphic func-

tions and let f(z) be of the finite lower order µ and such that for some a ∈ Ĉ and an integer p ≥ 0,
δ = δ(a, f (p)) > 0. For q pair of real numbers αj , βj satisfying

−π ≤ α1 < β1 ≤ α2 < β2 ≤ · · · ≤ αq < βq ≤ π,

and
q∑
j=1

(αj+1 − βj) <
4

σ
arcsin

√
δ

2
, (1)

where σ = max{ω, µ} and ω = max{ π
β1−α1

, · · · , π
βq−αq }, assume that f(z) and g(z) have five

distinct IM shared values in Ω =
⋃q
j=1{z : αj ≤ arg z ≤ βj}. If ω < λ(f), then f(z) ≡ g(z).

After Zheng’s work, there were many interesting results about the uniqueness with shared
values in the angular domain, see [1, 9, 14, 15, 20].

In 2006, Lin, Mori and Tohge [9] dealt with the uniqueness problem on meromorphic functions
sharing three finite sets in an angular domain and obtained the following theorems.

Theorem 1.2 (see [9, Thereom 1]). Let S1 = {∞}, S2 = {ω|ωn−1(ω + a) − b = 0}, S3 = {0},
where n(≥ 4) is an integer, and a, b are two nonzero constants, such that the algebraic equation
ωn−1(ω + a) − b = 0 has no multiple roots. Assume that f is a meromorphic function of lower

order µ(f) ∈ (1/2,∞) in Ĉ and δ := δ(ι, f) > 0 for some ι ∈ Ĉ\{0,−a}. Then, for each σ < ∞
with µ(f) ≤ σ ≤ λ(f), there exists an angular domain Ω = Ω(α, β) := {z : α < arg z < β} with
0 ≤ α < β ≤ 2π and

β − α > max

{
π

σ
, 2π − 4

σ
arcsin

√
δ

2

}
(2)

such that if the conditions E(S3, f) = E(S3, g) and E(Sj ,Ω, f) = E(Sj ,Ω, g) (j = 1, 2) hold
for a meromorphic function g of finite order or, more generally, with the growth satisfying either
log T (r, g) = O(log T (r, f)) or

lim
r→∞

log log T (r, g)

min{log r, log T (r, f)}
= 0, r 6∈ E1, (3)

where E1 is a set of finite linear measure, then f ≡ g.

It is well known that Borel direction is an important singular direction for meromorphic function
in the fields of complex analysis, and Borel directions played an important role in the topic of
angular distribution(see [8, 12, 13]). Valiron [16] proved that every meromorphic function of finite
order ρ > 0 has at least one Borel direction of order ρ, where the order of meromorphic function

f is defined by ρ = ρ(f) = lim sup
r→∞

log T (r,f)
log r .

In 2012, Long and Wu[10] was the first to investigate the problem concerning Borel direction
and shared value of meromorphic functions and obtained the following theorems.

Theorem 1.3 (see [10, Theorem 1.1]) Let f be meromorphic function of infinite order ρ(r), g ∈
M(ρ(r)), arg z = θ(0 ≤ θ < 2π) be one Borel direction of ρ(r) order of meromorphic function f ,

ai ∈ Ĉ(i = 1, 2, 3, 4, 5) be five distinct complex numbers. If f and g share ai(i = 1, 2, 3, 4, 5) IM in
the angular domain Ω(θ − ε, θ + ε) for any ε(0 < ε < π), then f ≡ g.

Definition 1.1 [2]. Let f be a meromorphic function of infinite order, ρ(r) is a real function
satisfying the following conditions:

(i) ρ(r) is continuous, non-decreasing for r ≥ r0 and ρ(r)→∞ as r →∞;
(ii)

lim
r→∞

logU(R)

logU(r)
= 1, R = r +

r

logU(r)
,

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1330 Hong Yan Xu et al 1329-1340



where U(r) = rρ(r) (r ≥ r0);
(iii)

lim sup
r→∞

log T (r, f)

logU(r)
= 1.

Then ρ(r) is called infinite order of meromorphic function f . This definition is given by Xiong
Qinglai[2].

Let ρ(r) be infinite order of meromorphic function f , we will denote by M(ρ(r)) the set of

meromorphic function g satisfying 0 < lim supr→∞
log T (r,g)
ρ(r) log r ≤ 1, that is,

M(ρ(r)) :=

{
g : 0 < lim sup

r→∞

log T (r, g)

ρ(r) log r
≤ 1

}
.

Let α < β, β − α < 2π, r > 0, and Ω(α, β, r) := {z : α ≤ arg z ≤ β, 0 < |z| ≤ r}. The definition
of Borel direction of meromorphic functions f of infinite order ρ(r) is defined as follows.

Definition 1.2 [2]. Let f be meromorphic functions of infinite order ρ(r), if for any ε(0 < ε < π),
the equality

lim sup
r→∞

log n(Ω(θ − ε, θ + ε, r), f = a)

ρ(r) log r
= 1,

holds for any complex number a ∈ Ĉ, at most except two exception, where n(Ω(θ−ε, θ+ε, r), f = a)
is the counting function of zero of the function f−a in the angular domain Ω(θ−ε, θ+ε), counting
multiplicities. Then the ray arg z = θ is called a Borel direction of ρ(r) order of meromorphic
function f .

Remark 1.1 Chuang [2] proved that every meromorphic function f with infinite order ρ(r) has
as least one Borel direction of infinite order ρ(r).

In this paper, we will investigate the uniqueness problem of meromorphic functions sharing one
finite set in an angular domain containing a Borel line. We will mainly consider the following finite
set S = {w ∈ A : P1(w) = 0}, where

P1(w) =
(n− 1)(n− 2)

2
wn − n(n− 2)wn−1 +

n(n− 1)

2
wn−2 − c,

c is a complex number satisfying c 6= 0, 1.

Theorem 1.4 Let f be meromorphic function of infinite order ρ(r), g ∈ M(ρ(r)), arg z = θ(0 ≤
θ < 2π) be one Borel direction of ρ(r) order of meromorphic function f , if E(S,Ω(θ−ε, θ+ε), f) =
E(S,Ω(θ − ε, θ + ε), g) and n is an integer ≥ 11, then f ≡ g.

A set S is called a unique range set for meromorphic functions on the Borel direction arg z = θ,
if for any two nonconstant meromorphic functions f and g the condition E(S,Ω(θ− ε, θ+ ε), f) =
E(S,Ω(θ − ε, θ + ε), g) implies f ≡ g. We denote by ]S the cardinality of a set S. Thus, from
Theorem 1.4, we can get the following corollary

Corollary 1.1 There exists one finite set S with ]S = 11, such that any two meromorphic func-
tions f and g on the Borel direction, which f(z) is meromorphic function of infinite order ρ(r),
g ∈M(ρ(r)), arg z = θ(0 ≤ θ < 2π) be one Borel direction of ρ(r) order of meromorphic function
f , and E(S,Ω(θ − ε, θ + ε), f) = E(S,Ω(θ − ε, θ + ε), g).
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2 Some Lemmas

We first introduce the basic notations and definitions of meromorphic functions in an angular
domain as follows(see [7, 18, 19]).

Let f be a meromorphic function on the angular domain Ω(α, β) = {z : α ≤ arg z ≤ β} and
0 < β − α ≤ 2π. Define

Aα,β(r, f) =
ω

π

∫ r

1

(
1

tω
− tω

r2ω
){log+ |f(teiα)|+ log+ |f(teiβ)|}dt

t
,

Bα,β(r, f) =
2ω

πrω

∫ β

α

log+ |f(reiθ)| sinω(θ − α)dθ,

Cα,β(r, f) = 2
∑

1<|bµ|<r

(
1

|bµ|ω
− |bµ|

ω

r2ω
) sinω(θµ − α),

Sα,β(r, f) = Aα,β(r, f) +Bα,β(r, f) + Cα,β(r, f),

where ω = π
β−α and bµ = |bµ|eiθµ(µ = 1, 2, · · · ) are the poles of f on Ω(α, β) counted according

to their multiplicities. Sα,β(r, f) is called the Nevanlinna’s angular characteristic, and Cα,β(r, f)
is called the angular counting function of the poles of f on Ω(α, β), and Cα,β(r, f) is the reduced
function of Cα,β(r, f). Similarly, when a 6=∞, we will use the notations Aα,β(r, 1

f−a ), Bα,β(r, 1
f−a ),

Cα,β(r, 1
f−a ), Sα,β(r, 1

f−a ) and so on.

To prove our result, we require the following Lemmas.

Lemma 2.1 (see [6]). Let f be a nonconstant meromorphic function on Ω(α, β). Then for arbi-
trary complex number a, we have

Sα,β

(
r,

1

f − a

)
= Sα,β(r, f) + ε(r, a),

where ε(r, a) = O(1) as r →∞.

Lemma 2.2 (see [5, 19]). Suppose that f is a non-constant meromorphic function in one angular

domain Ω(α, β) with 0 < β − α ≤ 2π, then for arbitrary q distinct aj ∈ Ĉ(1 ≤ j ≤ q), we have

(q − 2)Sα,β(r, f) ≤
q∑
j=1

Cα,β

(
r,

1

f − aj

)
− C0

α,β(r,
1

f ′
) +Rα,β(r, f),

where C0
α,β(r, 1

f ′ ) is the counting function of the zeros of f ′ in Ω where f does not take anyone of

the values aj(j = 1, 2, . . . , q), and the term Cα,β(r, 1
f−aj ) will be replaced by Cα,β(r, f) when some

aj =∞ and

Rα,β(r, f) =Aα,β

(
r,
f ′

f

)
+Bα,β

(
r,
f ′

f

)
+

q∑
j=1

{
Aα,β

(
r,

f ′

f − aj

)
+Bα,β

(
r,

f ′

f − aj

)}
+O(1). (4)

Lemma 2.3 (see [6, P138].) Let f be a nonconstant meromorphic function in the whole complex
plane C. Given one angular domain on Ω(α, β). Then for any 1 ≤ r < R, we have

Aα,β

(
r,
f ′

f

)
≤ K

{(
R

r

)ω ∫ R

1

log+ T (r, f)

t1+ω
dt+ log+ r

R− r
+ log

R

r
+ 1

}
,
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and

Bα,β

(
r,
f ′

f

)
≤ 4ω

rω
m

(
r,
f ′

f

)
,

where ω = π
β−α and K is a positive constant not depending on r and R.

Remark 2.1 Nevanlinna conjectured that

Aα,β

(
r,
f ′

f

)
+Bα,β

(
r,
f ′

f

)
= o (Sα,β (r, f)) (5)

when r tends to +∞ outside an exceptional set of finite linear measure, and he proved that

Aα,β

(
r, f

′

f

)
+Bα,β

(
r, f

′

f

)
= O(1) when the function f is meromorphic in C and has finite order.

In 1974, Gol’dberg [5] constructed a counter-example to show that (5) is not valid.

Remark 2.2 From Lemma 2.2 and Lemma 2.3, we can get the following conclusion:

Rα,β (r, f) =

{
O(1), f is of finite order,
O(logU(r)), r 6∈ E, f is of infinite order,

where Rα,β (r, f) is stated as in (1), U(r) = rρ(r), ρ(r) is infinite order of meromorphic function
f , E is a set of finite linear measure.

Lemma 2.4 (see [3]). Let f be meromorphic function of infinite order ρ(r). Then the ray arg z =
θ is one Borel direction of ρ(r) order of meromorphic function f if and only if f satisfies the
equality

lim sup
r→∞

logSθ−ε,θ+ε(r, f)

ρ(r) log r
= 1, (6)

for any ε(0 < ε < π
2 ).

Similar to discuss as in [1, Lemma 1] and [17], we can get the lemma below easily.

Lemma 2.5 Suppose that f is a non-constant meromorphic function with infinite order ρ(r), the
ray arg z = θ is one Borel direction of ρ(r) order of meromorphic function f . Let P (f) = a0f

p +
a1f

p−1+· · ·+ap(a0 6= 0) be a polynomial of f with degree p, where the coefficients aj(j = 0, 1, . . . , p)
are constants, and let bj(j = 1, 2, . . . , q) be q(q ≥ p+ 1) distinct finite complex numbers. Then for
any ε(0 < ε < π/2),

Dθ−ε,θ+ε

(
r,

P (f) · f ′

(f − b1)(f − b2) · · · (f − bq)

)
= Rθ−ε,θ+ε(r, f),

where Dθ−ε,θ+ε(r, •) = Aθ−ε,θ+ε(r, •) +Bθ−ε,θ+ε(r, •).

Lemma 2.6 Suppose that f is a non-constant meromorphic function with infinite order ρ(r), the
ray arg z = θ is one Borel direction of ρ(r) order of meromorphic function f . Then for any
ε(0 < ε < π/2), we have

Cθ−ε,θ+ε

(
r,

1

f ′

)
≤ Cθ−ε,θ+ε(r,

1

f
) + Cθ−ε,θ+ε(r, f) +Rθ−ε,θ+ε(r, f) +O(1).

Proof: By Lemma 2.1, Lemma 2.3 and Lemma 2.4, we have

Dθ−ε,θ+ε(r,
1

f
) ≤ Dθ−ε,θ+ε(r,

1

f ′
) +Dθ−ε,θ+ε(r,

f ′

f
) = Dθ−ε,θ+ε(r,

1

f ′
) +Rθ−ε,θ+ε(r, f),
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then from the definition of S(r, f), we have

Sθ−ε,θ+ε(r, f)− Cθ−ε,θ+ε(r,
1

f
) ≤ Sθ−ε,θ+ε(r, f ′)− Cθ−ε,θ+ε(r,

1

f ′
) +Rθ−ε,θ+ε(r, f) +O(1),

i.e.,

Cθ−ε,θ+ε(r,
1

f ′
) ≤Sθ−ε,θ+ε(r, f ′)− Sθ−ε,θ+ε(r, f)

+ Cθ−ε,θ+ε(r,
1

f
) +Rθ−ε,θ+ε(r, f) +O(1). (7)

Since

Sθ−ε,θ+ε(r, f
′) = Dθ−ε,θ+ε(r, f

′) +Dθ−ε,θ+ε(r, f
′) (8)

≤ Dθ−ε,θ+ε(r, f) +Dθ−ε,θ+ε(r,
f ′

f
) + Cθ−ε,θ+ε(r, f) + Cθ−ε,θ+ε(r, f)

≤ Sθ−ε,θ+ε(r, f) + Cθ−ε,θ+ε(r, f) +Rθ−ε,θ+ε(r, f) +O(1),

then from (7) and (8), we can get the conclusion of this lemma. 2

Lemma 2.7 Let F be transcendental entire function of infinite order ρ(r), G ∈M(ρ(r)), arg z =
θ(0 ≤ θ < 2π) be one Borel direction of ρ(r) order of function f and Ω := Ω(θ − ε, θ + ε) for any
ε(0 < ε < π). If F and G satisfy E(0,Ω, F ) = E(0,Ω, G) and c1, c2, . . . , cq are q(≥ 2) distinct
non-zero complex numbers. If

lim sup
r→∞,r∈I

3Cθ−ε,θ+ε(r, F ) +
∑q
j=1 C

(2)

θ−ε,θ+ε(r,
1

F−cj ) + Cθ−ε,θ+ε(r,
1
F ′ )

Sθ−ε,θ+ε(r, F )
< q, (9)

and

lim sup
r→∞,r∈I

3Cθ−ε,θ+ε(r,G) +
∑q
j=1 C

(2)

θ−ε,θ+ε(r,
1

G−cj ) + Cθ−ε,θ+ε(r,
1
G′ )

Sθ−ε,θ+ε(r,G)
< q, (10)

where C
(2)

θ−ε,θ+ε(r, ·) = Cθ−ε,θ+ε(r, ·) + C
(2

θ−ε,θ+ε(r, ·), C
(2

θ−ε,θ+ε(r, ·) = Cθ−ε,θ+ε(r, ·) − C1)(r, ·),
C

1)
θ−ε,θ+ε(r, ·) is the counting function which only counts simple zeros of the function · in Ω and I

is some set of r of infinite linear measure, then

F =
aG+ b

cG+ d
,

where a, b, c, d ∈ C are constants with ad− bc 6= 0.

Proof: Since meromorphic function F is of infinite order ρ(r) and arg z = θ(0 ≤ θ < 2π) is one
Borel direction of ρ(r) order of F , then we can get by Lemma 2.4 for any ε(0 < ε < π)

lim sup
r→∞

logSθ−ε,θ+ε(r, F )

ρ(r) log r
= 1. (11)

And since G ∈M(ρ(r)), we have

lim sup
r→∞

logSθ−ε,θ+ε(r,G)

ρ(r) log r
≤ 1. (12)

Set R(r) = O(ρ(r) log r)) as r → ∞, (r 6∈ E), where E is a set of finite linear measure, then from
(11) and (12), we have R(r) = o(Sθ−ε,θ+ε(r, F )) = o(Sθ−ε,θ+ε(r,G)) as r →∞, r 6∈ E.
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Set

H ≡ F ′′

F ′
− 2

F ′

F
−
(
G′′

G′
− 2

G′

G

)
. (13)

Suppose that H 6≡ 0, from Lemma 2.1 and Lemma 2.2, we have

Dθ−ε,θ+ε(r,H) = R(r). (14)

Since E(0,Ω, F ) = E(0,Ω, G), and by an elementary calculation, we can conclude that if z0 is a
common simple zero of F and G in Ω, then H(z0) = 0. Thus, from (13) we have

C
1)
θ−ε,θ+ε(r) ≤ Cθ−ε,θ+ε(r,

1

H
) ≤ Sθ−ε,θ+ε(r,H) +O(1) ≤ Cθ−ε,θ+ε(r,H) +R(r), (15)

where C
1)
θ−ε,θ+ε(r) = C

1)
θ−ε,θ+ε(r,

1
F ) = C

1)
θ−ε,θ+ε(r,

1
G ). The poles of H in Ω(θ − ε, θ + ε) can only

occur at zeros of F ′ and G′ in Ω(θ− ε, θ+ ε) or poles of F and G in Ω(θ− ε, θ+ ε). Moreover, H
only has simple zeros in Ω(θ − ε, θ + ε). Hence, from (13), we have

C
1)
θ−ε,θ+ε(r) ≤Cθ−ε,θ+ε(r, F ) + Cθ−ε,θ+ε(r,G) + C

0

θ−ε,θ+ε(r,
1

F ′
) + C

0

θ−ε,θ+ε(r,
1

G′
) (16)

+

q∑
j=1

C
(2

θ−ε,θ+ε(r,
1

F − cj
) +

q∑
j=1

C
(2

θ−ε,θ+ε(r,
1

G− cj
) +R(r),

where C
0

θ−ε,θ+ε(r,
1
F ′ ) is the reduced counting function for the zeros of F ′ in Ω where F does not

take one of the values 0, c1, c2, . . . , cq.
Since

Cθ−ε,θ+ε(r,
1

F
) + Cθ−ε,θ+ε(r,

1

G
)

= 2C
1)
θ−ε,θ+ε(r) + C

(2

θ−ε,θ+ε(r,
1

F
) + C

(2

θ−ε,θ+ε(r,
1

G
), (17)

then from (15)-(17), we have

Cθ−ε,θ+ε(r,
1

F
) + Cθ−ε,θ+ε(r,

1

G
)

≤2Cθ−ε,θ+ε(r, F ) + 2Cθ−ε,θ+ε(r,G) + 2C
0

θ−ε,θ+ε(r,
1

F ′
)+

+ 2C
0

θ−ε,θ+ε(r,
1

G′
) + C

(2

θ−ε,θ+ε(r,
1

F
) + C

(2

θ−ε,θ+ε(r,
1

G
)+

+ 2

q∑
j=1

C
(2

θ−ε,θ+ε(r,
1

F − cj
) + 2

q∑
j=1

C
(2

θ−ε,θ+ε(r,
1

G− cj
) +R(r). (18)

By Lemma 2.2, we have

qSθ−ε,θ+ε(r, F ) ≤Cθ−ε,θ+ε(r, F ) + Cθ−ε,θ+ε(r,
1

F
) +

q∑
j=1

Cθ−ε,θ+ε(r,
1

F − cj
) (19)

− C0
θ−ε,θ+ε(r,

1

F ′
) +R(r), r 6∈ E,

qSθ−ε,θ+ε(r,G) ≤Cθ−ε,θ+ε(r,G) + Cθ−ε,θ+ε(r,
1

G
) +

q∑
j=1

Cθ−ε,θ+ε(r,
1

G− cj
) (20)

− C0
θ−ε,θ+ε(r,

1

G′
) +R(r), r 6∈ E,
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where E is a set of r of finite linear measure, and it needs not be the same at each occurrence.
From (18)-(20), it follows for r 6∈ E,

q{Sθ−ε,θ+ε(r, F ) + Sθ−ε,θ+ε(r,G)}

≤3Cθ−ε,θ+ε(r, F ) + 3Cθ−ε,θ+ε(r,G) +

q∑
j=1

Cθ−ε,θ+ε(r,
1

F − cj
) +

q∑
j=1

Cθ−ε,θ+ε(r,
1

G− cj
)

+ 2

q∑
j=1

C
(2

θ−ε,θ+ε(r,
1

F − cj
) + 2

q∑
j=1

C
(2

θ−ε,θ+ε(r,
1

G− cj
) + C

0

θ−ε,θ+ε(r,
1

F ′
)

+ C
0

θ−ε,θ+ε(r,
1

G′
) + C

(2

θ−ε,θ+ε(r,
1

F
) + C

(2

θ−ε,θ+ε(r,
1

G
) +R(r). (21)

Since

q∑
j=1

C
(2

θ−ε,θ+ε(r,
1

F − cj
) + C

(2

θ−ε,θ+ε(r,
1

F
) + C

0

θ−ε,θ+ε(r,
1

F ′
) = Cθ−ε,θ+ε(r,

1

F ′
), (22)

and
q∑
j=1

C
(2

θ−ε,θ+ε(r,
1

G− cj
) + C

(2

θ−ε,θ+ε(r,
1

G
) + C

0

θ−ε,θ+ε(r,
1

G′
) = Cθ−ε,θ+ε(r,

1

G′
), (23)

and from (21)-(23), we have for r 6∈ E,

q{Sθ−ε,θ+ε(r, F ) + Sθ−ε,θ+ε(r,G)} (24)

≤3Cθ−ε,θ+ε(r, F ) + 3Cθ−ε,θ+ε(r,G) +

q∑
j=1

C
(2)

θ−ε,θ+ε(r,
1

F − cj
)+

q∑
j=1

C
(2)

θ−ε,θ+ε(r,
1

G− cj
) + Cθ−ε,θ+ε(r,

1

F ′
) + Cθ−ε,θ+ε(r,

1

G′
) +R(r).

From (9), (10) and (24), and since Let F be transcendental entire function of infinite order ρ(r),
G ∈M(ρ(r)), arg z = θ(0 ≤ θ < 2π) be one Borel direction of ρ(r) order of function f , we have

Sθ−ε,θ+ε(r, F ) + Sθ−ε,θ+ε(r,G) ≤ o{Sθ−ε,θ+ε(r, F ) + Sθ−ε,θ+ε(r,G)}, r 6∈ E, r ∈ I.

Thus, we can get a contradiction. Therefore, H(z) ≡ 0, that is,

F ′′

F ′
− 2

F ′

F
≡ G′′

G′
− 2

G′

G
.

For above equality, by integration, it follows that

F ≡ aG+ b

cG+ d
,

where a, b, c, d ∈ C and ad− bc 6= 0. 2

The following result can be derived from the proof of Frank-Reinders’ theorem in [4].

Lemma 2.8 Let n ≥ 6 and

P (w) =
(n− 1)(n− 2)

2
wn − n(n− 2)wn−1 +

n(n− 1)

2
wn−2.

Then P (w) is a unique polynomial for transcendental meromorphic functions, i.e., for any two
transcendental meromorphic functions f and g, P (f) ≡ P (g) implies f ≡ g.
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3 The Proof of Theorem 1.4

Proof: Since f is a meromorphic function of infinite order ρ(r) and arg z = θ(0 ≤ θ < 2π) be
one Borel direction of ρ(r) order of meromorphic function f , similar to (11) and (12), for any
ε(0 < ε < π), we have

lim sup
r→∞

logSθ−ε,θ+ε(r, f)

ρ(r) log r
= 1, (25)

and

lim sup
r→∞

logSθ−ε,θ+ε(r, g)

ρ(r) log r
≤ 1. (26)

Set R(r) = O(ρ(r) log r)) as r →∞, r 6∈ E, where E is a set of finite linear measure, then we have
R(r) = o(Sθ−ε,θ+ε(r, f)) as r →∞, r 6∈ E from (25) and (26).

From the definition of P1(w), we have P1(1) = 1− c := c1 6= 0, P1(0) = −c := c2 6= 0 and

P ′1(w) =
n(n− 1)(n− 2)

2
(w − 1)2wn−3, (27)

P1(w)− c1 = (w − 1)3Q1(w), Q1(1) 6= 0, (28)

P1(w)− c2 = wn−2Q2(w), Q2(0) 6= 0, (29)

where Q1, Q2 are polynomials of degree n − 3 and 2, respectively. We also see that Qi(i = 1, 2)
and P1 have only simple zeros.

Let F and G be defined as F = P1(f) and G = P1(g). Since E(S,Ω, f) = E(S,Ω, g), we have
E(0,Ω, F ) = E(0,Ω, G). From (28) and (29), we have

C
(2)

θ−ε,θ+ε(r,
1

F − c1
) = Cθ−ε,θ+ε(r,

1

F − c1
) + C

(2

θ−ε,θ+ε(r,
1

F − c1
)

≤ 2Cθ−ε,θ+ε(r,
1

f − 1
) +

n−3∑
i=1

Cθ−ε,θ+ε(r,
1

f − ai
)

≤ (n− 1)Sθ−ε,θ+ε(r, f) +R(r), (30)

and

C
(2)

θ−ε,θ+ε(r,
1

F − c2
) = Cθ−ε,θ+ε(r,

1

F − c2
) + C

(2

θ−ε,θ+ε(r,
1

F − c2
) (31)

≤ 2Cθ−ε,θ+ε(r,
1

f
) +

2∑
j=1

Cθ−ε,θ+ε(r,
1

f − bj
)

≤ 4Sθ−ε,θ+ε(r, f) +R(r),

where ai(i = 1, . . . , n− 3) and bj(j = 1, 2) are the zeros of Q1(w) and Q2(w) in Ω, respectively.
From (27), we have

Cθ−ε,θ+ε(r,
1

F ′
) ≤ Cθ−ε,θ+ε(r,

1

f
) + Cθ−ε,θ+ε(r,

1

f − 1
) + Cθ−ε,θ+ε(r,

1

f ′
). (32)

From [6, Theorem 6.3], we have Sθ−ε,θ+ε(r, F ) = nSθ−ε,θ+ε(r, f) + R(r). Thus, combining (30),
(31) and (32), by Lemma 2.6, Lemma 2.7 and n ≥ 11, we have

lim sup
r→∞,r 6∈E

3Cθ−ε,θ+ε(r, F ) +
∑2
j=1 C

(2)

θ−ε,θ+ε(r,
1

F−cj ) + Cθ−ε,θ+ε(r,
1
F ′ )

Sθ−ε,θ+ε(r, F )
(33)

≤ lim sup
r→∞,r 6∈E

4Cθ−ε,θ+ε(r, f) + (n+ 6)Sθ−ε,θ+ε(r, f)

nSθ−ε,θ+ε(r, f)
< 2.
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Similarly, we have

lim sup
r→∞,r 6∈E

3Cθ−ε,θ+ε(r,G) +
∑2
j=1 C

(2)

θ−ε,θ+ε(r,
1

G−cj ) + Cθ−ε,θ+ε(r,
1
G′ )

Sθ−ε,θ+ε(r,G)
(34)

≤ lim sup
r→∞,r 6∈E

4Cθ−ε,θ+ε(r, g) + (n+ 6)Sθ−ε,θ+ε(r, g)

nSθ−ε,θ+ε(r, g)
< 2.

Thus, we have by Lemma 2.7
F ′′

F ′
− 2

F ′

F
≡ G′′

G′
− 2

G′

G
.

For above equality, by integration, it follows that

F ≡ aG+ b

cG+ d
,

where a, b, c, d ∈ C and ad− bc 6= 0. Since E(S,Ω, f) is nonempty, and E(S,Ω, f) = E(S,Ω, g), we
have b = 0, a 6= 0. Hence

F ≡ aG

cG+ d
≡ G

AG+B
, (35)

where A = c
a and B = d

a 6= 0.
Two cases will be considered as follows:
Case 1: A 6= 0. From the definition of P1(w) and (35), we know that every zero of P1(g) + B

A
in Ω has a multiplicity of at least n. Here, we wiil consider the three following subcases.

Subcase 1.1: B
A = −c1. From (28), we have

P1(g) +
B

A
= (g − 1)3(g − a1)(g − a2) · · · (g − an−3),

where ai 6= 0, 1 are distinct values. It follows that

Θθ−ε,θ+ε(ai, f) = 1− lim sup
r→∞

Cθ−ε,θ+ε(r, a)

Sθ−ε,θ+ε(r, f)
≥ 1− lim sup

r→∞

Cθ−ε,θ+ε(r, a)

Cθ−ε,θ+ε(r, f)
≥ 1

2
.

We can see that it has n − 2 values satisfying the above inequality. Thus, from Lemma 2.2 and
n ≥ 11, we can get a contradiction.

Subcase 1.2: B
A = −c2. From (28), we have

P1(g) +
B

A
= gn−2(g − b1)(g − b2),

where b1 6= b2, bi 6= 0, 1(i = 1, 2). It follows that every zero of g in Ω has a multiplicity at least 2
and every zero of g − bi(i = 1, 2) in Ω has a multiplicity at least n. Then, by Lemma 2.2, we have

Sθ−ε,θ+ε(r, g) ≤ Cθ−ε,θ+ε(r,
1

g
) + Cθ−ε,θ+ε(r,

1

g − b1
) + Cθ−ε,θ+ε(r,

1

g − b2
) +R(r)

≤ 1

2
Cθ−ε,θ+ε(r,

1

g
) +

1

n
Cθ−ε,θ+ε(r,

1

g − b1
) +

1

n
Cθ−ε,θ+ε(r,

1

g − b1
) +R(r)

≤ (
1

2
+

2

n
)Sθ−ε,θ+ε(r, g) +R(r).

Since g ∈M(ρ(r)) and n ≥ 11, we can get a contradiction.
Subcase 1.3: B

A 6= −c1,−c2. Similar to discuss as in Subcase 1.1 or Subcase 1.2, we can get
a contradiction.
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Case 2: A = 0. If B 6= 1, from (35) we have F = G
B that is,

P1(f) =
1

B
P1(g). (36)

From (29) and (36), we have

P1(f)− c2
B

=
1

B
(P1(g)− c2) =

1

B
gn−2(g − b1)(g − b2). (37)

Since c2
B 6= c2, from (27), it follows that P1(f) − c2

B at least n − 2 distinct zeros e1, e2, . . . , en−2.
Then, we have from Lemma 2.2

(n− 4)Sθ−ε,θ+ε(r, f) ≤
n−2∑
i=1

Cθ−ε,θ+ε(r,
1

f − ei
) +R(r) (38)

≤ Cθ−ε,θ+ε(r,
1

g
) + Cθ−ε,θ+ε(r,

1

g − b1
) + Cθ−ε,θ+ε(r,

1

g − b2
) +R(r)

≤ 3Sθ−ε,θ+ε(r, g) +R(r).

Since f is a meromorphic function of infinite order ρ(r), arg z = θ(0 ≤ θ < 2π) is one Borel
direction of ρ(r) order of meromorphic function f , we have from Lemma 2.4 S(r, f) = O(ρ(r) log r).
Then, applying Lemma 2.7 to (36), and from (38) and n ≥ 11, we can get a contradiction.

Thus, we have A = 0 and B = 1, that is, P1(f) = P1(g). Note the form of P1(w), we can get
that P (f) = P (g). Then, by Lemma 2.8, we get f ≡ g.

Therefore, the proof of Theorem 1.4 is completed.
2
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Pseudo-valuations on BCH-algebras with respect to subalgebras and
(closed) ideals

Young Bae Jun1 and Sun Shin Ahn2,∗

1 Department of Mathematics Education, Gyeongsang National University, Jinju 660-701, Korea
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Abstract. The notion of pseudo-valuations (valuations) on a BCH-algebra is introduced by using the Buşneag’s

model ([1, 2, 3]), and a pseudo-metric is induced by a pseudo-valuation on BCH-algebras. Conditions for a real-

valued function to be an I-pseudo-valuation are provided. The fact that the binary operation in BCH-algebras is

uniformly continuous is provided based on the notion of (pseudo) valuation.

1. Introduction

Buşneag [2] defined pseudo-valuation on a Hilbert algebra, and proved that every pseudo-

valuation induces a pseudo metric on a Hilbert algebra. Also, Buşneag [3] provided several

theorems on extensions of pseudo-valuations. Buşneag [1] introduced the notions of pseudo-

valuations (valuations) on residuated lattices, and proved some theorems of extension for these

(using the model of Hilbert algebras ([3])). As a generalization of BCK/BCI-algebras, Hu and Li

[5, 6] introduced the notion of BCH-algebras, and Chaudhry [4] investigated several properties

of BCH-algebras.

In this paper, using the Buşneag’s model, we introduce the notion of pseudo-valuations (valu-

ations) on BCH-algebras, and we induce a pseudo-metric by using a pseudo-valuation on BCH-

algebras. We provide conditions for a real-valued function on a BCH-algebra X to be an I-

pseudo-valuation on X. Based on the notion of (pseudo) valuation, we show that the binary

operation ∗ in BCH-algebras is uniformly continuous.

2. Preliminaries

An algebra (X; ∗, 0) of type (2, 0) is called a BCH-algebra if it satisfies the following conditions:

(I) (∀x ∈ X) (x ∗ x = 0),

(II) (∀x, y ∈ X) (x ∗ y = 0, y ∗ x = 0 ⇒ x = y),

(III) (∀x, y, z ∈ X) ((x ∗ y) ∗ z = (x ∗ z) ∗ y).
Any BCH-algebra X satisfies the following conditions:

02010 Mathematics Subject Classification: 06F35; 03G25; 03C05.
0Keywords: S-pseudo-valuation; I-pseudo-valuation; CI-pseudo-valuation; (Positive) valuation; Pseudo-

metric induced by pseudo-valuation
∗ The corresponding author.

0E-mail: skywine@gmail.com (Y. B. Jun); sunshine@dongguk.edu (S. S. Ahn)
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Table 1. ∗-operation

∗ 0 a b c d

0 0 0 0 0 d

a a 0 0 a d

b b b 0 0 d

c c c c 0 d

d d d d d 0

(a1) (∀x, y ∈ X) ((x ∗ (x ∗ y)) ∗ y = 0),

(a2) (∀x ∈ X) (x ∗ 0 = 0 ⇒ x = 0),

(a3) (∀x, y ∈ X) (0 ∗ (x ∗ y) = (0 ∗ x) ∗ (0 ∗ y)),
(a4) (∀x ∈ X) (x ∗ 0 = x).

A BCH0-algebra is a BCH-algebra X which satisfies 0 ∗ x = 0 for all x ∈ X.

We can define a relation ≤ on a BCH-algebra X by

(∀x, y ∈ X) (x ≤ y ⇔ x ∗ y = 0)

This relation is reflexive and anti-symmetric but not transitive in general. A non-empty subset

S of a BCH-algebra X is called a subalgebra of X if x ∗ y ∈ S for all x, y ∈ S.

A subset I of a BCH-algebra X is called an ideal if it satisfies:

(I1) 0 ∈ I,

(I2) (∀x ∈ X) (∀y ∈ I) (x ∗ y ∈ I ⇒ x ∈ I).

Note that an ideal of a BCH-algebra may not be a subalgebra. An ideal I of a BCH-algebra

X is said to be closed if 0 ∗ x ∈ I for all x ∈ I.

3. Pseudo-valuations on BCH-algebras

In what follows let X denote a BCH-algebra unless otherwise specified.

Definition 3.1. A real-valued function ϑ on X is called a pseudo-valuation on X with respect

to a subalgebra (briefly, S-pseudo-valuation on X) if it satisfies the following condition:

(∀x, y ∈ X) (ϑ(x ∗ y) ≤ ϑ(x) + ϑ(y)). (3.1)

Example 3.2. Let X = {0, a, b, c, d} be a BCH-algebra with the ∗-operation given by Table 1

(see [4]). Let ϑ be a real-valued function on X defined by

ϑ =

(
0 a b c d

0 3 1 2 0

)
.

Then ϑ is an S-pseudo-valuation on X.

Proposition 3.3. Every S-pseudo-valuation ϑ on X satisfies the following inequality:

(∀x ∈ X) (ϑ(0 ∗ x) ≤ 3ϑ(x)). (3.2)
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Proof. For any x ∈ X, we have

ϑ(0 ∗ x) ≤ ϑ(0) + ϑ(x) = ϑ(x ∗ x) + ϑ(x)

≤ ϑ(x) + ϑ(x) + ϑ(x) = 3ϑ(x)

by using (I). □

Corollary 3.4. For any S-pseudo-valuation ϑ on a BCH0-algebra X, we have

(∀x ∈ X) (ϑ(x) ≥ 0). (3.3)

Proof. Straightforward. □

The following example shows that Corollary 3.4 may not be true in BCH-algebras.

Example 3.5. Consider the BCH-algebra X which is given in Example 3.2. Let φ be a real-

valued function on X defined by

φ =

(
0 a b c d

−3 3 1 2 −3

)
.

Then φ is an S-pseudo-valuation on X with negative values.

Theorem 3.6. Let S be a subalgebra of X. For any real numbers t1 and t2 with 0 ≤ t1 < t2, let

ϑS be a real-valued function on X defined by

ϑS(x) =

{
t1 if x ∈ S,

t2 if x /∈ S

for all x ∈ X. Then ϑS is an S-pseudo-valuation on X.

Proof. Straightforward. □

Theorem 3.7. If a real-valued function ϑ on X is an S-pseudo-valuation on X, then the set

A := {x ∈ X | ϑ(x) ≤ 0}

is a subalgebra of X.

Proof. Let x, y ∈ A. Then ϑ(x) ≤ 0 and ϑ(y) ≤ 0. It follows from (3.1) that

ϑ(x ∗ y) ≤ ϑ(x) + ϑ(y) ≤ 0

so that x ∗ y ∈ A. Hence A is a subalgebra of X. □

The following example shows that the converse of Theorem 3.7 may not be true, that is, there

exist a BCH-algebra X and a mapping ϑ : X → R such that

(1) ϑ is not an S-pseudo-valuation on X,

(2) A := {x ∈ X | ϑ(x) ≤ 0} is a subalgebra of X.
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Table 2. ∗-operation

∗ 0 a b c

0 0 a b c

a a 0 c b

b b c 0 b

c c c 0 0

Example 3.8. Consider the BCH-algebra X which is given in Example 3.2. Let φ be a real-

valued function on X defined by

φ =

(
0 a b c d

−3 1 −5 4 −3

)
.

Then φ is not an S-pseudo-valuation on X since

φ(c ∗ b) = φ(c) = 4 ≰ −1 = 4− 5 = φ(c) + φ(b).

But A := {x ∈ X | φ(x) ≤ 0} = {0, b, d} is a subalgebra of X.

Corollary 3.9. If a real-valued function ϑ on a BCH0-algebra X is an S-pseudo-valuation on

X, then the set

A := {x ∈ X | ϑ(x) = 0}
is a subalgebra of X.

Definition 3.10. A real-valued function ϑ on X is called a pseudo-valuation on X with respect

to an ideal (briefly, I-pseudo-valuation on X) if it satisfies the following two conditions:

(i) ϑ(0) = 0,

(ii) (∀x, y ∈ X) (ϑ(x) ≤ ϑ(x ∗ y) + ϑ(y)).

Definition 3.11. A real-valued function ϑ on X is called a pseudo-valuation on X with respect

to a closed ideal (briefly, CI-pseudo-valuation on X) if it satisfies the following condition:

(∀x, y ∈ X) (ϑ(0 ∗ x) ≤ ϑ(x) ≤ ϑ(x ∗ y) + ϑ(y)).

If ϑ is an S-pseudo-valuation (resp. I-pseudo-valuation and CI-pseudo-valuation ) on X sat-

isfying the following condition:

(∀x ∈ X) (x ̸= 0 ⇒ ϑ(x) ̸= 0)

then we say that ϑ is an S-valuation (resp. I-valuation and CI-valuation) on X.

Example 3.12. Let X = {0, a, b, c} be a BCH-algebra with the ∗-operation given by Table 2.

Let ϑ be a real-valued function on X defined by

ϑ =

(
0 a b c

0 1 3 2

)
.
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Then ϑ is both a CI-pseudo-valuation and an I-pseudo-valuation on X.

Theorem 3.13. Every CI-pseudo-valuation is an S-pseudo-valuation.

Proof. Let ϑ be a CI-pseudo-valuation on X and let x, y ∈ X. Then

ϑ(x ∗ y) ≤ ϑ((x ∗ y) ∗ x) + ϑ(x)

= ϑ((x ∗ x) ∗ y) + ϑ(x)

= ϑ(0 ∗ y) + ϑ(x) ≤ ϑ(x) + ϑ(y)

Hence ϑ is an S-pseudo-valuation on X. □

The following example shows that the converse of Theorem 3.13 may not be true.

Example 3.14. Consider an S-pseudo-valuation ϑ which is given in Example 3.2. Then ϑ is not

a CI-pseudo-valuation since ϑ(a) ≰ ϑ(a ∗ b) + ϑ(b).

The following example shows that a CI-pseudo-valuation may not be an I-pseudo-valuation.

Example 3.15. Consider the BCH-algebra X which is given Example 3.12. Let ϑ be a real-

valued function on X defined by

ϑ =

(
0 a b c

1 1 3 2

)
.

Then ϑ is a CI-pseudo-valuation on X, but not an I-pseudo-valuation on X since ϑ(0) = 1 ̸= 0.

Proposition 3.16. In a BCH0-algebra, every CI-pseudo-valuation ϑ satisfies the following in-

equality:

(∀x, y) (ϑ(x ∗ y) ≤ ϑ(0) + ϑ(x)).

Proof. For any x, y ∈ X, we have

ϑ(x ∗ y) ≤ ϑ((x ∗ y) ∗ x) + ϑ(x)

= ϑ((x ∗ x) ∗ y) + ϑ(x)

= ϑ(0 ∗ y) + ϑ(x) = ϑ(0) + ϑ(x)

This completes the proof. □

Theorem 3.17. In a BCH0-algebra, every I-pseudo-valuation is an S-pseudo-valuation.

Proof. Let ϑ be an I-pseudo-valuation on a BCH0-algebra X. Since

((x ∗ y) ∗ x) ∗ y = ((x ∗ x) ∗ y) ∗ y = (0 ∗ y) ∗ y = 0

for all x, y ∈ X, we have

0 = ϑ(0) = ϑ(((x ∗ y) ∗ x) ∗ y)
≥ ϑ((x ∗ y) ∗ x)− ϑ(y)

≥ ϑ(x ∗ y)− ϑ(x)− ϑ(y).

Hence ϑ(x ∗ y) ≤ ϑ(x) + ϑ(y), and therefore ϑ is an S-pseudo-valuation on X. □

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1345 Young Bae Jun et al 1341-1351



Young Bae Jun and Sun Shin Ahn

Table 3. ∗-operation

∗ 0 a b c

0 0 0 0 0

a a 0 0 a

b b b 0 0

c c c c 0

The converse of Theorem 3.17 is not true as shown by the following example.

Example 3.18. Let X = {0, a, b, c} be a BCH0-algebra with the ∗-operation given by Table 3.

Let ϑ be a real-valued function on X defined by

ϑ =

(
0 a b c

0 4 1 3

)
.

Then ϑ is an S-pseudo-valuation , but not an I-pseudo-valuation on X since ϑ(a) = 4 ≰ 1 =

ϑ(0) + ϑ(b) = ϑ(a ∗ b) + ϑ(b).

In general, Theorem 3.17 may not be true in a BCH-algebra as shown by the following example.

Example 3.19. Consider a commutative group (R,+, 0). Then (R, ∗, 0), where x ∗ y = x− y, is

a BCH-algebra which is not a BCH0-algebra. Define a real-valued function ϑ on R by

ϑ(x) =

{
0 if x = 0,

−3x+ 1 otherwise

for all x ∈ R. Then ϑ is an I-pseudo-valuation on R, but it is not an S-pseudo-valuation on R
since ϑ(1 ∗ 2) = ϑ(−1) = 4 ≰ −7 = ϑ(1) + ϑ(2). Moreover ϑ is not a CI-pseudo-valuation on R.

Proposition 3.20. For any I-pseudo-valuation ϑ on X, we have the following inequalities:

(1) ϑ is order preserving.

(2) (∀x, y ∈ X) (ϑ(x ∗ y) + ϑ(y ∗ x) ≥ 0).

Proof. (1) Let x, y ∈ X be such that x ≤ y. Then x ∗ y = 0, and so

ϑ(x) ≤ ϑ(x ∗ y) + ϑ(y) = ϑ(0) + ϑ(y) = ϑ(y).

(2) Let x, y ∈ X.Using Definition 3.10(ii), we have ϑ(x∗y) ≥ ϑ(x)−ϑ(y) and ϑ(y∗x) ≥ ϑ(y)−ϑ(x).
It follows that ϑ(x ∗ y) + ϑ(y ∗ x) ≥ 0. □

We provide conditions for a real-valued function on X to be an I-pseudo-valuation on X.

Theorem 3.21. If a real-valued function ϑ on X satisfies Definition 3.10(i) and

(∀x, y, z ∈ X) (ϑ(((x ∗ y) ∗ y) ∗ z) ≥ ϑ(x ∗ y)− ϑ(z)) (3.4)

then ϑ is an I-pseudo-valuation on X.
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Proof. Taking y = 0 in (3.4) and using (a4), we have

ϑ(x ∗ z) = ϑ(((x ∗ 0) ∗ 0) ∗ z) ≥ ϑ(x ∗ 0)− ϑ(z) = ϑ(x)− ϑ(z),

that is, ϑ(x) ≤ ϑ(x ∗ z) + ϑ(z) for all x, z ∈ X. Hence ϑ is an I-pseudo-valuation on X. □

In a BCH0-algebra X, every I-pseudo-valuation ϑ on X satisfies the inequality (3.3). We

know from Example 3.19 that an I-pseudo-valuation ϑ on a BCH-algebra X does not satisfy the

inequality (3.3).

Definition 3.22. An I-pseudo-valuation on a BCH-algebra X is said to be positive if it satisfies

the inequality (3.3).

Example 3.23. Consider a CI-pseudo-valuation ϑ which is given in Example 3.12. Then ϑ is a

positive I-pseudo-valuation.

Theorem 3.24. Let ϑ be a real-valued function on X such that

(1) (∀x, y ∈ X) (x ≤ y ⇒ ϑ(x) ≤ ϑ(y)),

(2) (∀x, y ∈ X) (ϑ(x) ≤ ϑ(x ∗ y) + ϑ(y)).

Then the set

A := {x ∈ X | ϑ(x) ≤ 0} ∪ {0}
is an ideal of X.

Proof. Let x, y ∈ X be such that x ∗ y ∈ A and y ∈ A. If y = 0, then x = x ∗ 0 ∈ A. Assume

that y ̸= 0. Then ϑ(y) ≤ 0. If x ∗ y = 0, then x ≤ y which implies from (1) that ϑ(x) ≤ ϑ(y) ≤ 0.

Hence x ∈ A. If x ∗ y ̸= 0, then ϑ(x ∗ y) ≤ 0. Using (2), we have ϑ(x) ≤ ϑ(x ∗ y) + ϑ(y) ≤ 0 and

so x ∈ A. Therefore A is an ideal of X. □

Corollary 3.25. For any I-pseudo-valuation ϑ on X, the set

A := {x ∈ X | ϑ(x) ≤ 0}

is an ideal of X.

Proof. Straightforward. □

The following example illustrates Corollary 3.25.

Example 3.26. Consider the I-pseudo-valuation ϑ on R which is described in Example 3.19.

Then A = {x ∈ R | x ≥ 1
3
} ∪ {0} which is an ideal of R.

Theorem 3.27. If an I-pseudo-valuation ϑ on X is positive, then the set

A := {x ∈ X | ϑ(x) = 0}

is an ideal of X.

Proof. Obviously, 0 ∈ A. Let x, y ∈ X be such that x ∗ y ∈ A and y ∈ A. Then ϑ(x ∗ y) = 0 and

ϑ(y) = 0. It follows from Definition 3.10(ii) that ϑ(x) ≤ ϑ(x ∗ y) + ϑ(y) = 0 so that ϑ(x) = 0

since ϑ is positive. Hence x ∈ A, which shows that A is an ideal of X. □
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Table 4. ∗-operation

∗ 0 a b c

0 0 0 0 0

a a 0 0 a

b b b 0 0

c c c b 0

Combining Theorems 3.17 and 3.27, and Corollary 3.4, we have the following corollary.

Corollary 3.28. Let X be a BCH0-algebra. If a real-valued function ϑ on X is an I-pseudo-

valuation on X, then the set

A := {x ∈ X | ϑ(x) = 0}

is an ideal of X.

Given a real-valued function ϑ on X, consider the following condition:

(∀x, y, z ∈ X) (ϑ(x ∗ y) ≤ ϑ(x ∗ z) + ϑ(z ∗ y)). (3.5)

In general, a real-valued function ϑ on X does not satisfy the condition (3.5) as shown by the

following example.

Example 3.29. Let ϑ be a real-valued function onX which is given in Example 3.12. Then ϑ does

not satisfy the condition (3.5) since ϑ(0∗b) = ϑ(b) = 3 ≰ 2 = 2+0 = ϑ(c)+ϑ(0) = ϑ(0∗c)+ϑ(c∗b).

Example 3.30. Let X = {0, a, b, c} be a BCH-algebra with the ∗-operation given by Table 4.

Let ϑ be a real-valued function on X defined by

ϑ =

(
0 a b c

1 1 2 3

)
.

Then ϑ satisfies the condition (3.5).

By a pseudo-metric space we mean an ordered pair (M,d), where M is a non-empty set and

d : M ×M → R is a positive function such that the following properties are satisfied: d(x, x) =

0, d(x, y) = d(y, x) and d(x, z) ≤ d(x, y) + d(y, z) for every x, y, z ∈ M . If in the pseudo-metric

space (M,d) the implication d(x, y) = 0 ⇒ x = y holds, then (M,d) is called a metric space. For

a real-valued function ϑ on X, define a mapping dϑ : X×X → R by dϑ(x, y) = ϑ(x∗y)+ϑ(y ∗x)
for all (x, y) ∈ X ×X.

Theorem 3.31. If a real-valued function ϑ on X is an I-pseudo-valuation on X and satisfies

the condition (3.5), then dϑ is a pseudo-metric on X, and so (X, dϑ) is a pseudo-metric space.

We say dϑ is the I-pseudo-metric induced by an I-pseudo-valuation ϑ.
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Proof. Obviously, dϑ(x, y) ≥ 0, dϑ(x, x) = 0 and dϑ(x, y) = dϑ(y, x) for all x, y ∈ X. Let x, y, z ∈
X. Using the condition (3.5), we have

dϑ(x, y) + dϑ(y, z) = [ϑ(x ∗ y) + ϑ(y ∗ x)] + [ϑ(y ∗ z) + ϑ(z ∗ y)]
= [ϑ(x ∗ y) + ϑ(y ∗ z)] + [ϑ(z ∗ y) + ϑ(y ∗ x)]
≥ ϑ(x ∗ z) + ϑ(z ∗ x) = dϑ(x, z).

Therefore (X, dϑ) is a pseudo-metric space. □

Theorem 3.32. For a real-valued function ϑ on X satisfying the condition (3.5), if dϑ is a

pseudo-metric on X, then (X ×X, d∗ϑ) is a pseudo-metric space, where

d∗ϑ((x, y), (a, b)) = max{dϑ(x, a), dϑ(y, b)}

for all (x, y), (a, b) ∈ X ×X.

Proof. Suppose dϑ is a pseudo-metric on X. For any (x, y), (a, b) ∈ X ×X, we have

d∗ϑ((x, y), (x, y)) = max{dϑ(x, x), dϑ(y, y)} = 0

and

d∗ϑ((x, y), (a, b)) = max{dϑ(x, a), dϑ(y, b)}
= max{dϑ(a, x), dϑ(b, y)}
= d∗ϑ((a, b), (x, y)).

Now let (x, y), (a, b), (u, v) ∈ X ×X. Then

d∗ϑ((x, y), (u, v)) + d∗ϑ((u, v), (a, b))

= max{dϑ(x, u), dϑ(y, v)}+max{dϑ(u, a), dϑ(v, b)}
≥ max{dϑ(x, u) + dϑ(u, a), dϑ(y, v) + dϑ(v, b)}
≥ max{dϑ(x, a), dϑ(y, b)}
= d∗ϑ((x, y), (a, b)).

Therefore (X ×X, d∗ϑ) is a pseudo-metric space. □

Corollary 3.33. If ϑ : X → R is an I-pseudo-valuation on X and satisfies the condition (3.5),

then (X ×X, d∗ϑ) is a pseudo-metric space.

Theorem 3.34. If ϑ : X → R is a positive I-valuation on Xsatisfying the condition (3.5), then

(X, dϑ) is a metric space.

Proof. Suppose ϑ is a positive I-valuation on X. Then (X, dϑ) is a pseudo-metric space by Theo-

rem 3.31. Let x, y ∈ X be such that dϑ(x, y) = 0. Then 0 = dϑ(x, y) = ϑ(x ∗ y) + ϑ(y ∗ x), and so

ϑ(x ∗ y) = 0 and ϑ(y ∗ x) = 0 since ϑ is positive. Also, since ϑ is an I-valuation on X, it follows

that x ∗ y = 0 and y ∗ x = 0 so from (II) that x = y. Therefore (X, dϑ) is a metric space. □
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Corollary 3.35. If a real-valued function ϑ on a BCH0-algebra X is an I-valuation and satisfies

the condition (3.5), then (X, dϑ) is a metric space.

Theorem 3.36. If ϑ : X → R is a positive I-valuation on X which satisfies the condition (3.5),

then (X ×X, d∗ϑ) is a metric space.

Proof. Note from Corollary 3.33 that (X × X, d∗ϑ) is a pseudo-metric space. Let (x, y), (a, b) ∈
X ×X be such that d∗ϑ((x, y), (a, b)) = 0. Then

0 = d∗ϑ((x, y), (a, b)) = max{dϑ(x, a), dϑ(y, b)},

and so dϑ(x, a) = 0 = dϑ(y, b) since dϑ(x, y) ≥ 0 for all (x, y) ∈ X ×X. Hence

0 = dϑ(x, a) = ϑ(x ∗ a) + ϑ(a ∗ x)

and

0 = dϑ(y, b) = ϑ(y ∗ b) + ϑ(b ∗ y).
Since ϑ is positive, it follows that ϑ(x ∗ a) = 0 = ϑ(a ∗ x) and ϑ(y ∗ b) = 0 = ϑ(b ∗ y) so that

x ∗ a = 0 = a ∗x and y ∗ b = 0 = b ∗ y. Using (II), we have a = x and b = y, and so (x, y) = (a, b).

Therefore (X ×X, d∗ϑ) is a metric space. □

Corollary 3.37. If ϑ : X → R is an I-valuation on a BCH0-algebra X satisfying the condition

(3.5), then (X ×X, d∗ϑ) is a metric space.

Proposition 3.38. Let ϑ be an I-pseudo-valuation on X which satisfies the condition (3.5).

Then the I-pseudo-metric dϑ induced by ϑ satisfies the following inequality:

dϑ(x ∗ y, a ∗ b) ≤ dϑ(x ∗ y, a ∗ y) + dϑ(a ∗ y, a ∗ b) (3.6)

for all a, b, x, y ∈ X.

Proof. Using the condition (3.5), we have

ϑ((x ∗ y) ∗ (a ∗ b)) ≤ ϑ((x ∗ y) ∗ (a ∗ y)) + ϑ((a ∗ y) ∗ (a ∗ b)),

ϑ((a ∗ b) ∗ (x ∗ y)) ≤ ϑ((a ∗ b) ∗ (a ∗ y)) + ϑ((a ∗ y) ∗ (x ∗ y))
for all x, y, a, b ∈ X. Hence

dϑ(x ∗ y, a ∗ b) = ϑ((x ∗ y) ∗ (a ∗ b)) + ϑ((a ∗ b) ∗ (x ∗ y))
≤ [ϑ((x ∗ y) ∗ (a ∗ y)) + ϑ((a ∗ y) ∗ (a ∗ b))]

+ [ϑ((a ∗ b) ∗ (a ∗ y)) + ϑ((a ∗ y) ∗ (x ∗ y))]
= [ϑ((x ∗ y) ∗ (a ∗ y)) + ϑ((a ∗ y) ∗ (x ∗ y))]

+ [ϑ((a ∗ b) ∗ (a ∗ y)) + ϑ((a ∗ y) ∗ (a ∗ b))]
= dϑ(x ∗ y, a ∗ y) + dϑ(a ∗ y, a ∗ b)

for all x, y, a, b ∈ X. □
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Theorem 3.39. Let ϑ be a positive I-valuation on X which satisfies the condition (3.5). If the

I-pseudo-metric dϑ induced by ϑ satisfies the following inequality:

dϑ(x, y) ≥ max{dϑ(x ∗ a, y ∗ a), dϑ(a ∗ x, a ∗ y)} (3.7)

for all x, y, a, b ∈ X, then the operation ∗ in X is uniformly continuous.

Proof. Note that (X, dϑ) and (X × X, d∗ϑ) are metric spaces (see Theorems 3.34 and 3.36). For

any ε > 0, if d∗ϑ((x, y), (a, b)) <
ε
2
, then dϑ(x, a) <

ε
2
and dϑ(y, b) <

ε
2
. Using (3.7) and Proposition

3.38, we have

dϑ(x ∗ y, a ∗ b) ≤ dϑ(x ∗ y, a ∗ y) + dϑ(a ∗ y, a ∗ b)
≤ dϑ(x, a) + dϑ(y, b) <

ε
2
+ ε

2
= ε.

Therefore the operation ∗ : X ×X → X is uniformly continuous □
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DERIVATIVES OF DECREASING FUNCTIONS WITH
RESPECT TO FUZZY MEASURES

H.M. KIM, Y.H. KIM, AND J. CHOI

Abstract In this paper, we consider Choquet integrals and derivatives of non-

negative, continuous and decreasing functions on the non-positive real line with

respect to fuzzy measures. We prove some properties of derivatives of those func-

tions and some examples.

1. Introduction

The concept of fuzzy measure was introduced by Sugeno([7]). We
note that Choquet first studied Choquet integral and T. Murofushi
et al. studied Choquet integrals with respect to a fuzzy measure([2],
[6]). In [8], Sugeno introduced the concept of derivatives of non-
negative, continuous and incresing functions on the non-negative real
line R+ = [0,∞) with respect to fuzzy measures. Choi showed some
basic properties of derivatives of those functions([1]). In this paper, we
consider Choquet integrals and derivatives of non-negative, continuous
and decreasing functions on the non-positive real line R− = (∞, 0] with
respect to fuzzy measures.

We assume that X is a nonempty set. Let A be the any σ-algebra
of subsets of X. Then (X,A) is called a measurable space. A fuzzy
measure is a set function ν : A → R+ which satisfies
(1) ν(φ)=0,
(2) ν(A) ≤ ν(B), whenever A,B ∈ A and A ⊂ B,
(3) if for every increasing sequence {An} of measurable sets, then
ν(∪∞n=1An) = lim

n→∞
ν(An) and if for every decreasing sequence {An} of

measurable sets and ν(A1) <∞, then ν(∩∞n=1An) = lim
n→∞

ν(An). Recall

that a function h : X → R+ is said to be measurable if {t|h(t) > α} ∈ A
for all α ∈ (−∞,∞).

In section 2, we give Choquet integrals of non-negative, continuous
and decreasing functions on R− with respect to fuzzy measure accord-
ing to the ideas of [8]. In section 3, we investigate some properties and
examples of derivatives of those functions with respect to distorted

2010 Mathematics Subject Classification : 28E10, 46A55.
Key words and phrases : fuzzy measures, Choquet integral.
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Lebesgue measures. Finally, we show that existence and non-existence
of derivatives depend on fuzzy measures.

2. Choquet integral of g ∈M−

In this paper, we assume that X = R−. Let A be the smallest
σ-algebra of subsets of X. Then (X,A, ν) is called a fuzzy measure
space.

As in [8], Choquet integral of g with respect to a fuzzy measure ν
on a set A is defined by

(2.1) (C)

∫
A

g(t)dν =

∫ ∞
0

ν ({t|g(t) ≥ α} ∩ A) dα.

Let M− be the set of measurable, non-negative, continuous and de-
creasing functions such that g : R− → R+.

Definition 2.1. ([8]) Let m : R+ → R+ be a continuous and increasing
function m(0) = 0. A fuzzy measure νm, a distorted Lebesgue measure,
is defined by

(2.2) νm(·) = m(λ(·)),

where λ([a, b]) = b− a for all [a, b] ⊂ R−.

From Definition 2.1 and (2.1), we have the following theorem([8]).

Theorem 1. We assume that ν([t, t]) = 0 for all t ∈ R−. Let g ∈M−,
then Choquet integral of g with respect to ν on [t, 0] is represented as

(2.3)

∫ ∞
0

ν({t|g(t) ≥ α} ∩ [t, 0])dα =

∫ 0

t

ν ′([t, τ ])g(τ)dτ.

In particular, for ν = νm,

(2.4)

∫ ∞
0

ν({t|g(t) ≥ α} ∩ [t, 0])dα =

∫ 0

t

m′(τ − t)g(τ)dτ.
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Proof. Let α = g(τ), dα = g′(τ)dτ and g−1(α) = τ . By the definition
of Choquet integral, we have that

(C)

∫
[t,0]

g(τ)dν(τ) =

∫ ∞
0

ν({t|g(t) ≥ α} ∩ [t, 0])dα

=

∫ g(0)

0

ν({t|g(t) ≥ α} ∩ [t, 0])dα +

∫ g(t)

g(0)

ν({t|g(t) ≥ α} ∩ [t, 0])dα

= ν([t, 0])g(0) +

∫ g(t)

g(0)

ν([t, g−1(α)])dα

= ν([t, 0])g(0) +

∫ t

0

ν([t, τ ])g′(τ)dτ

= ν([t, 0])g(0) +
[
ν([t, τ ])g(τ)

]t
0
−
∫ t

0

ν ′([t, τ ])g(τ)dτ

= ν([t, 0])g(0) + ν([t, t])g(t)− ν([t, 0])g(0) +

∫ 0

t

ν ′([t, τ ])g(τ)dτ

=

∫ 0

t

ν ′([t, τ ])g(τ)dτ.

For ν = νm, we obtain

(C)

∫
[t,0]

g(τ)dν(τ) =

∫ 0

t

ν ′([t, τ ])g(τ)dτ =

∫ 0

t

m′(τ − t)g(τ)dτ.

�

From Theorem 1, we have the following corollary.

Corollary 2. Let g(t) = k be a constant function for all t ∈ R− and
k ∈ R+. Then∫ ∞

0

ν({t|g(t) ≥ α} ∩ [t, 0])dα = kν([t, 0]).

In particular, for ν = νm,∫ ∞
0

ν({t|g(t) ≥ α} ∩ [t, 0])dα = km(−t).

Proof. From (2.1) we have that

(C)

∫
[t,0]

g(τ)dν(τ) =

∫ ∞
0

ν({t|g(t) = k ≥ α} ∩ [t, 0])dα

=

∫ k

0

ν([t, 0])dα = kν([t, 0]).
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For ν = νm, we obtain that

(C)

∫
[t,0]

g(τ)dν(τ) = kν([t, 0]) = km(−t).

�

Definition 2.2. Let f be a continuous and decreasing function with
f(0) = 0. The derivative of f with respect to a fuzzy measure νm is
defined as the inverse operation of Choquet integral based on (2.4) by

(2.5)
df(t)

dνm(t)
= Dm(f) = g(t),

if g(t) is found to be an element of M−.

From (2.5), let us consider a class of f ’s for a given m(t) such that

(2.6) Tm(M−) =
{
f |f(t) =

∫ 0

t

m′(τ − t)g(τ)dτ, g ∈M−
}
.

3. Derivatives with respect to distorted Lebesgue
measures

In this section, we discuss some properties of derivatives of con-
tinuous and decreasing functions with respect to distorted Lebesgue
measures. From the conditions of g(t) in (2.5), we obtain the following
theorem.

Theorem 3. Dm(f) is linear for f ∈ Tm(M−) and non-negative con-
stants.

Proof. Let f1(t), f2(t) ∈ Tm(M−) and k ∈ R+. From the condition of
f1(t) and f2(t), we have that

(3.1) f1(t) =

∫ 0

t

m′(τ − t)Dm(f1(τ))dτ

and

(3.2) f2(t) =

∫ 0

t

m′(τ − t)Dm(f2(τ))dτ.

Adding (3.1) and (3.2), we obtain that

f1(t) + f2(t) =

∫ 0

t

m′(τ − t)
{
Dm(f1(τ)) +Dm(f2(τ))

}
dτ.

By the definitions of M− and Tm(M−), we know that

Dm(f1(t)) +Dm(f2(t)) ∈M− and f1(t) + f2(t) ∈ Tm(M−).

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1355 H.M. KIM et al 1352-1358



5

From (3.1), we see that

kf1(t) =

∫ 0

t

m′(τ − t)kDm(f1(τ))dτ.

Since kDm(f1(t)) ∈M−, we have kf1(t) ∈ Tm(M−). �

From Definition 2.2 and Theorem 3, we have the following theorem.

Theorem 4. For t ∈ R−, we have the followings:

(1)
d

dνm
m(−t) = 1,

(2)
d

dνm

(
n

∫ 0

t

m(τ − t)(−τ)n−1dτ

)
= (−t)n, n = 1, 2, . . .

(3)
d

dνm

(
m(−t)− a

∫ 0

t

m(τ − t)eaτdτ
)

= eat, a ≤ 0,

(4)
d

dνm

(∫ 0

t

m(τ − t)
1− τ

dτ

)
= ln(1− t).

Proof. (1) From (2.4), we have that∫ 0

t

m′(τ − t)dτ = m(−t).

(2) By (−t)n ∈M−, n = 1, 2, . . ., we obtain that∫ 0

t

m′(τ − t)(−τ)ndτ

=
[
m(τ − t)(−τ)n

]0
t

+ n

∫ 0

t

m(τ − t)(−τ)n−1dτ

= n

∫ 0

t

m(τ − t)(−τ)n−1dτ.

(3) Similarly, by eat ∈M− for all a ≤ 0, we have that∫ 0

t

m′(τ − t)eaτdτ =
[
m(τ − t)eaτ

]0
t
− a

∫ 0

t

m(τ − t)eaτdτ

= m(−t)− a
∫ 0

t

m(τ − t)eaτdτ.

(4) Since ln(1− t) ∈M−, we have∫ 0

t

m′(τ − t) ln(1− τ)dτ = [m(τ − t) ln(1− τ)]0t +

∫ 0

t

m(τ − t)
1− τ

dτ

=

∫ 0

t

m(τ − t)
1− τ

dτ.
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Thus (4) is proved. �

By Definition 2.1 and (2.3), we have the following remark.

Remark 1. We assume that g(t) is even function. Let τ − t = p,
dτ = dp, and 0 ≤ p ≤ −t. Then, we have

(C)

∫
[t,0]

g(t)dν =

∫ 0

t

ν ′([t, τ ])g(τ)dτ =

∫ 0

t

ν ′([t, τ ])g(−τ)dτ

=

∫ −t
0

ν ′(p)g(−p− t)dp =

∫ α

0

ν ′(τ)g(α− τ)dτ

=

∫ α

0

ν ′(α− τ)g(τ)dτ.

In particular, for ν = νm,

(C)

∫
[t,0]

g(t)dν = −
∫ α

0

m′(α− τ)g(τ)dτ.

From Remark 1, the Choquet integral (2.3) on R− is considered as
a convolution. That is, under the assumption of even function, we
can apply the Laplace transformation for calculations of the Choquet
integrals.

As you see (2.5) and (2.6) of Definition 2.2., to find g(t) is same
with the solvability of a Volterra integral equation of the first kind
for given f(t) and a fuzzy measure νm ([4]). In fact, fuzzy measures
play important roles in the existence of derivatives. Now we give a
theorem to explain the relation with the existence of derivatives and
fuzzy measures.

Theorem 5. (The dependence on fuzzy measures)
Let t ∈ R−.

(1) If νm([t, 0]) = m(−t) = e−t − 1, then −t /∈ Tm(M−), that is,
6 ∃Dm(−t).
(2) If νm([t, 0]) = m(−t) = −t, then −t ∈ Tm(M−), that is, ∃Dm(−t).

Proof. Suppose that −t ∈ Tm(M−). From (2.6) of Definition 2.2., we
know that

(3.3) −t =

∫ 0

t

m′(τ − t)x1(τ)dτ =

∫ 0

t

e(τ−t)x1(τ)dτ,

where Dm(−t) = x1(t) ∈M−.
But differentiating (3.3), we obtain

−1 = −e−t
∫ 0

t

eτx1(τ)dτ − x1(t) = t− x1(t).
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From the definition of M−, we obtain

x1(t) = t+ 1 /∈M−.

(1) is proved by this contradiction.
To prove (2), it is sufficient to find x2(t) ∈M− such that

(3.4) −t =

∫ 0

t

m′(τ − t)x2(τ)dτ =

∫ 0

t

x2(τ)dτ.

Differentiating (3.4), we have

x2(t) = 1 ∈M−.

�
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Some new inequalities for the gamma function

Xiaodong Cao

Abstract

In this paper, we present some new inequalities for the gamma function. The main tools
are the multiple-correction method developed in [6, 7] and a generalized Mortici’s lemma.

1 Introduction

Duo to its importance in mathematics, the problem of finding new and sharp inequalities for
the gamma function and, in particular for large values of x

Γ(x) :=

∫ ∞
0

tx−1e−tdt, x > 0,(1.1)

has attracted the attention of many researchers (see [2, 3, 8, 9, 12, 14, 15, 16, 17, 18] and the
references therein). Let’s recall some of the classical results. Maybe one of the most well-known
formula for approximation the gamma function is the Stirling’s formula

Γ(x+ 1) ∼
√

2πx
(x
e

)x
, x→ +∞.(1.2)

See, e.g. [1, p. 253]. The following two formulas give slightly better estimates than Stirling’s
formula,

Γ(x+ 1) ∼
√

2π

(
x+ 1

2

e

)x+ 1
2

, (Burnside [5], 1917 ),(1.3)

Γ(x+ 1) ∼
√

2π
(x
e

)x√
x+

1

6
, (Gosper [10], 1978).(1.4)
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Ramanujian [22] proposed the claim (without proof) for the gamma function

Γ(x+ 1) =
√
π
(x
e

)x(
8x3 + 4x2 + x+

θx
30

) 1
6

,(1.5)

where θx → 1 as x → +∞ and 3
10 < θx < 1. This open problem was solved by Karatsuba[13].

Thus (1.5) provides a more accurate estimate for the gamma function (see Sec. 2 below).
In this paper, we will continue the previous works [6, 7], and introduce a class of new

approximations to improve these inequalities.
Throughout the paper, the notation Ψ(k;x) denotes a polynomial of degree k in x with all

coefficients non-negative, which may be different at each occurrence. Let (an)n≥1 and (bn)n≥0
be two sequences of real numbers with an 6= 0 for all n ∈ N . The generalized continued fraction

τ = b0 +
a1

b1 + a2

b2+
. . .

= b0 +
a1
b1+

a2
b2+
· · · = b0 +

∞
K
n=0

an
bn

is defined as the limit of the nth approximant

An
Bn

= b0 +
n

K
k=1

ak
bk

as n tends to infinity. See [2, p.105].

2 A generalized Mortici’s lemma

Mortici [14] established a very useful tool for measuring the rate of convergence, which says that
a sequence (xn)n≥1 converging to zero is the fastest possible when the difference (xn−xn+1)n≥1
is the fastest possible. Since then, Mortici’s lemma has been effectively applied in many paper
such as [6, 7, 17, 18]. The following lemma is a generalization of Mortici’s lemma.

Lemma 1. If limx→+∞ f(x) = 0, and there exists the limit

lim
x→+∞

xλ (f(x)− f(x+ 1)) = l ∈ R,(2.1)

with λ > 1, then there exists the limit

lim
x→+∞

xλ−1f(x) =
l

λ− 1
.(2.2)

Proof. It is not very difficult to prove that for x > 2

1

(λ− 1)xλ−1
=

∫ +∞

x

dt

tλ
≤
∞∑
j=0

1

(x+ j)λ
≤
∫ +∞

x−1

dt

tλ
=

1

(λ− 1)(x− 1)λ−1
.(2.3)

2
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For ε > 0, we assume that l − ε ≤ xλ (f(x)− f(x+ 1)) ≤ l + ε for every real number x greater
than or equal to the rank X0 > 0. By adding the inequalities of the form

(l − ε) 1

xλ
≤ f(x)− f(x+ 1) ≤ (l + ε)

1

xλ
,(2.4)

we get

(l − ε)
m−1∑
j=0

1

(x+ j)λ
≤ f(x)− f(x+m) ≤ (l + ε)

m−1∑
j=0

1

(x+ j)λ
(2.5)

for every x ≥ X0 and m ≥ 1. By taking the limit as m → ∞, then multiplying by xλ−1, we
obtain

(l − ε)xλ−1
∞∑
j=0

1

(x+ j)λ
≤ xλ−1f(x) ≤ (l + ε)xλ−1

∞∑
j=0

1

(x+ j)λ
.(2.6)

It follows from (2.3) that

l − ε
λ− 1

≤ xλ−1f(x) ≤ l + ε

λ− 1

xλ−1

(x− 1)λ−1
.(2.7)

Now by taking the limit as x→ +∞, this completes the proof of the lemma at once.
An example Let’s consider the Ramanujan’s asymptotic formula (1.5). Let the error term
E(x) be defined by the following relation

Γ(x+ 1) =
√
π
(x
e

)x(
8x3 + 4x2 + x+

1

30

) 1
6

(1 + E(x)) .(2.8)

It follows readily from the recurrence formula Γ(x+ 1) = xΓ(x) that

ln (1 + E(x))− ln (1 + E(x+ 1)) =− 1 + x ln

(
1 +

1

x

)
(2.9)

+
1

6
ln

8(x+ 1)3 + 4(x+ 1)2 + (x+ 1) + 1
30

8x3 + 4x2 + x+ 1
30

.

By using the Mathematica software, we expand the right-hand function in the above formula as
a power series in terms of 1/x:

ln (1 + E(x))− ln (1 + E(x+ 1)) =
11

2880x5
+O(

1

x6
).(2.10)

Thus, by Lemma 1 we have

lim
x→+∞

x4 ln (1 + E(x)) =
11

11520
.(2.11)

Noting that limu→0
ln(1+u)

u = 1, one get finally

lim
x→+∞

x4E(x) =
11

11520
.(2.12)

Remark 1. Just as Motici’s lemma, Lemma 1 also provides a method for finding the limit of a
function as x tends to infinity.

3
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3 Gosper-type inequalities

In this section, we use an example to illustrate the idea of this paper. To this end, we introduce
some class of correction function (MCk(x))k≥0 such that the relative error function Ek(x) has
the fastest possible rate of convergence, which are defined by the relations

Γ(x+ 1) =
√

2π
(x
e

)x√
x+

1

6
+ MCk(x) · exp(Ek(x)).(3.1)

If limx→+∞ x
µf(x) = l 6= 0 with constant µ > 0, we say that the function f(x) is order x−µ, and

write the exponent of convergence µ = µ(f(x)). Clearly if µ(Ek(x)) = µk, we have the following
asymptotic formula

Γ(x+ 1) =
√

2π
(x
e

)x√
x+

1

6
+ MCk(x) ·

(
1 +O(x−µk)

)
, x→ +∞.(3.2)

Let us briefly review a so-called multiple-correction method presented in our previous paper [6, 7].
Actually, the multiple-correction method is a recursive algorithm, and one of its advantages is
that by repeating correction process we always can accelerate the convergence, i.e. the sequence
(µ(Ek(x)))k≥0 is a strictly increasing. The key step is to find a suitable structure of MCk(x). In
general, the correction function MCk(x) is a finite generalized continued fraction (see [7] or (3.8)
below) or a hyper-power series (see [6] or (4.7) below) in x.

It is not difficult to see that (3.1) is equivalent to

ln Γ(x+ 1) =
1

2
ln(2π) + x (lnx− 1) +

1

2
ln (x+ MCk(x)) + Ek(x).(3.3)

By the recurrence formula Γ(x+ 1) = xΓ(x), we have for x > 0

Ek(x)− Ek(x+ 1) = −1 + x ln

(
1 +

1

x

)
+

1

2
ln

(x+ 1) + 1
6 + MCk(x+ 1)

x+ 1
6 + MCk(x)

.(3.4)

Now by taking the initial-correction function MC0(x) = κ0
x+λ0

and using Mathematica software,
we expand Ek(x)− Ek(x+ 1) into a power series in terms of 1/x:

E0(x)− E0(x+ 1) =
− 1

72 + κ0

x3
+

17− 945κ0 − 810κ0λ0
540x4

+(3.5)

−641 + 33120κ0 − 12960κ20 + 43200κ0λ0 + 25920κ0λ
2
0

12960x5
+O

(
1

x6

)
.

The fastest possible function E0(x)−E0(x+ 1) is obtained when the first two coefficients in the
above formula vanish. In this case, we find κ0 = 1

72 , λ0 = 31
90 , and

E0(x)− E0(x+ 1) =
5929

1166400x5
+O

(
1

x6

)
.(3.6)

4
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By Lemma 1, we can check that

lim
x→+∞

x4E0(x) =
5929

4665600
.(3.7)

We continue the above correction process to successively determine the correction function
MCk(x) until some k∗ you want. On one hand, to find the related coefficients, we often use
an appropriate symbolic computations software because it’s huge of computations. On the
other hand, the exact expressions at each occurrence also need lot of space. Hence in this paper
we omit many related details. For interesting readers, see our previous paper [6, 7]. In fact, we
can prove that for 0 ≤ k ≤ 3

MCk(x) =
k

K
j=0

κj
x+ λj

,(3.8)

where

κ0 =
1

72
, λ0 =

31

90
,

κ1 =
5929

32400
, λ1 =

481937

3735270
,

κ2 =
76899172249

248039857296
, λ2 =

7745462509019287

19149278075101482
,

κ3 =
786873417270631211749921

851541507731717527392144
, λ3 =

2098335745817751685364201067279071

30311088872486921466334781589254970
.

By Lemma 1 again, we get for some constant Ck 6= 0

lim
x→+∞

x2k+4Ek(x) = Ck, (k = 0, 1, 2, 3),(3.9)

i.e. µ(Ek(x)) = 2k+ 4 for k = 0, 1, 2, 3. Thus we obtain more accurate approximation formulas:

Γ(x+ 1) =
√

2π
(x
e

)x√
x+

1

6
+ MCk(x) ·

(
1 +O(x−(2k+4))

)
, x→ +∞.(3.10)

It should be noted that if we rewrite MCk(x) in the form of Pr(m)
Qs(m) , where P,Q are polynomials

with r = k and s = k + 1, theoretically at least, for a large x the above formula may reduce or
eliminate numerically computations compared with the previous results, see e.g. [9, 12]. This is
the main advantage of the multiple-correction method.

The following theorem tells us how to obtain sharp inequalities.

Theorem 1. Let MCk(x) be defined as (3.8). Let x ≥ 1, then we have for k = 0, 2,

Γ(x+ 1) >
√

2π
(x
e

)x√
x+

1

6
+ MCk(x),(3.11)

and for k = 1, 3,

Γ(x+ 1) <
√

2π
(x
e

)x√
x+

1

6
+ MCk(x).(3.12)

5
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Proof. We let fk(x) = Ek(x) − Ek(x + 1). Clearly if limx→+∞Ek(x) = 0, then Ek(x) =∑∞
j=0 fk(x + j). This transformation plays an important role in this paper (essentially, it is

a difference method). Hence, in order to prove inequality Ek(x) > 0 (or Ek(x) < 0), it suffices
to show that the equality fk(x) > 0 (or fk(x) < 0) holds under the condition limx→+∞Ek(x) = 0.
By the Stirling’s formula (1.2), we can show that the condition limx→+∞Ek(x) = 0 always holds.
In what follows, we will apply this condition many times.

By using Mathematica software, we may prove that for x ≥ 1

f ′′0 (x) =
Ψ1(8;x)

x(1 + x)2(31 + 90x)2(121 + 90x)2(77 + 552x+ 1080x2)2(1709 + 2712x+ 1080x2)2
> 0,

f ′′1 (x) = − Ψ2(13;x)(x− 1) + 1463 · · · 9447

x(1 + x)2)(1359251 + 2829648x+ 5976432x2)2Ψ3(16;x)
< 0,

f ′′2 (x) =
Ψ4(20;x)

x(1 + x)2Ψ5(28;x)
> 0,

f ′′3 (x) =
Ψ6(25;x)(x− 1) + 17135 · · · 66999

x(1 + x)2Ψ7(36;x)
< 0.

We only give the proof of inequalities in case k = 3, other may be proved similarly. In this case,
we see that for x ≥ 1 the inequality (3.12) is equivalent to E3(x) < 0. As limx→+∞E3(x) = 0, it
suffices to prove that f3(x) < 0 for x ≥ 1. Since f ′3(x) is strictly decreasing, but limx→+∞ f

′
3(x) =

0, so f ′3(x) > 0. Thus f3(x) is strictly increasing with limx→+∞ f3(x) = 0, so f3(x) < 0. This
completes the proof of Theorem 1.

By the multiple-correction method, we also find another kind of inequalities.

Theorem 2. Let the k-th correction function MCk(x) be defined by

MC0(x) =
κ0

(x+ 23
90)2 + λ0

,

MCk(x) =
κ0

(x+ 23
90)2 + λ0+

k

K
j=1

κj
x+ λj

, (k ≥ 1),

where

κ0 = − 1

144
, λ0 =

4007

21600
,

κ1 =
4394

637875
, λ1 =

130311599

15575040
,

κ2 =
7894414898425

119793516544
, λ2 = −265702682899837009577

34427631789478287360
,

κ3 =
1897560849252106177858465792

77174813342532578267347147395
, λ3 =

30320380455616293004898928163131563244811979

6134364315672065325746652708240298034227200
.

Then we have

Γ(x+ 1) <
√

2π
(x
e

)x√
x+

1

6
(1 + MC0(x)) , x ≥ 13,(3.13)

6
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Γ(x+ 1) <
√

2π
(x
e

)x√
x+

1

6
(1 + MC2(x)) , x ≥ 6,(3.14)

and for k = 1, 3,

Γ(x+ 1) >
√

2π
(x
e

)x√
x+

1

6
(1 + MCk(x)) , x ≥ 1.(3.15)

Proof. Since the proof of Theorem 2 is very similar to that of Theorem 1, here we only give the
outline of the proof. First, let the relative error function Ek(x) be defined by

Γ(x+ 1) =
√

2π
(x
e

)x√
x+

1

6
(1 + MCk(x)) exp(Ek(x)).(3.16)

Hence

Ek(x)− Ek(x+ 1) = −1 + x ln

(
1 +

1

x

)
+ ln

1 + MCk(x+ 1)

1 + MCk(x)
.(3.17)

By making use of Mathematica software and Lemma 1, we can prove

µ(Ek(x)) = 2k + 5, (k = 0, 1, 2, 3).(3.18)

Next we let gk(x) = Ek(x)−Ek(x+1). By using Mathematica software, it isn’t difficult to check
that

g′′0(x) =
Ψ1(14;x)(x− 13) + 29707 · · · 81369

x(1 + x)2(1 + 6x)2(7 + 6x)2Ψ2(16;x)
> 0, x ≥ 13,

g′′1(x) = − Ψ3(20;x)(x− 1) + 13798 · · · 89479

x(1 + x)2(1 + 6x)2(7 + 6x)2Ψ4(24;x)
< 0, x ≥ 1,

g′′2(x) =
Ψ5(26;x)(x− 6) + 97250 · · · 34321

x(1 + x)2(1 + 6x)2(7 + 6x)2Ψ6(32;x)
> 0, x ≥ 6,

g′′3(x) = − Ψ7(32;x)(x− 1) + 836559 · · · 37479

x(1 + x)2(1 + 6x)2(7 + 6x)2Ψ8(40;x)
< 0, x ≥ 1.

Lastly, just as the proof of Theorem1, Theorem 2 follows from the above inequalities readily.

4 Ramanujan-type inequalities

Theorem 3. Let the k-th correction function MCk(x) be defined as

MCk(x) =
k

K
j=0

aj
x+ bj

,(4.1)

7
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where

a0 = − 11

240
, b0 =

79

154
,

a1 =
459733

711480
, b1 = − 1455925

70798882
,

a2 =
49600874140433

101450127018720
, b2 =

10259108965771635091

19545564575317443762
,

a3 =
169085305336152527131511003963

101221579151797375403194730976
, b3 = − 6141448535908002711219920016488834171

203275987838924050801436670299517447102
.

Let x ≥ 1, then for k = 0, 2,

Γ(x+ 1) <
√
π
(x
e

)x(
8x3 + 4x2 + x+

1

30
+ MCk(x)

) 1
6

,(4.2)

and for k = 1, 3,

Γ(x+ 1) >
√
π
(x
e

)x(
8x3 + 4x2 + x+

1

30
+ MCk(x)

) 1
6

.(4.3)

Proof. We define the relative error function Ek(x) by the relation

Γ(x+ 1) =
√
π
(x
e

)x(
8x3 + 4x2 + x+

1

30
+ MCk(x)

) 1
6

exp(Ek(x)).(4.4)

Thus

Ek(x)− Ek(x+ 1) =− 1 + x ln

(
1 +

1

x

)
(4.5)

+
1

6
ln

8(x+ 1)3 + 4(x+ 1)2 + (x+ 1) + 1
30 + MCk(x+ 1)

8x3 + 4x2 + x+ 1
30 + MCk(x)

.

By using Mathematica software and Lemma 1, we can check

µ(Ek(x)) = 2k + 6, (k = 0, 1, 2, 3).(4.6)

We let Uk(x) = Ek(x)−Ek(x+ 1). By making use of Mathematica software again, we can prove

U ′′0 (x) =
Ψ1(13;x)(x− 1) + 416838558509297754261614731715717

3x(1 + x)2(79 + 154x)2(233 + 154x)2 (Ψ21(3;x)(x− 1) + 363565)2 Ψ2
22(4;x)

< 0,

U ′′1 (x) =
Ψ3(19;x)(x− 1) + 85653 · · · 25001

x(1 + x)2Ψ4(28;x)
> 0,

U ′′2 (x) = −Ψ5(25;x)(x− 1) + 32968 · · · 13479

x(1 + x)2Ψ6(36;x)
< 0,

U ′′3 (x) =
Ψ7(31;x)(x− 1) + 17145 · · · 57723

3x(1 + x)2Ψ8(44;x)
> 0.

Similar to the proof of Theorem 1, we can get the desired assertions from the above inequalities.

8
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Theorem 4. Let the first-correction function MC∗1(x) be defined by

MC∗1(x) =
κ0

x+ λ0
+

κ1
x3 + λ10x2 + λ11x+ λ12

,(4.7)

where

κ0 = − 11

240
, λ0 =

79

154
,

κ1 =
459733

15523200
, λ10 =

71181889

70798882
,

λ11 =
717183502490887

520777318696096
, λ12 =

1118629052995381153799

1958878792277282473920
.

Then for x ≥ 1, the following inequality holds true

Γ(x+ 1) <
√
π
(x
e

)x(
8x3 + 4x2 + x+

1

30
+ MC∗1(x)

) 1
6

.(4.8)

Proof. Let the first-correction error function E∗1(x) be defined by

Γ(x+ 1) =
√
π
(x
e

)x(
8x3 + 4x2 + x+

1

30
+ MC∗1(x)

) 1
6

exp(E∗1(x)).(4.9)

Hence

E∗1(x)− E∗1(x+ 1) =− 1 + x ln

(
1 +

1

x

)
(4.10)

+
1

6
ln

8(x+ 1)3 + 4(x+ 1)2 + (x+ 1) + 1
30 + MC∗1(x+ 1)

8x3 + 4x2 + x+ 1
30 + MC∗1(x)

.

By using Mathematica software and Lemma 1, we have

µ(E∗1(x)) = 10.(4.11)

Now we let V (x) = E∗1(x)− E∗1(x+ 1). By using Mathematica again, we have

V ′′1 (x) = − Ψ1(33;x)(x− 1) + 96057 · · · 27429

3x (Ψ2(3;x))2 Ψ3(12;x) (Ψ4(6;x)(x− 1) + 2169 · · · 3461)2 Ψ5(14;x)
< 0.(4.12)

By the same approach as the proof of Theorem 1, the inequality (4.8) follows from the (4.12).

Remark 2. It is an interesting question whether our method may be used to obtain some sharp
bounds for the ratio of the gamma functions, see e.g. [11, 19, 20, 21].

9
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Abstract

In this paper, we propose and analyze a viral infection model with humoral immunity. The

incidence rate is given by Hill type infection rate. We have derived two threshold parameters,

R0 and R1 which completely determined the global properties of the model. By constructing

suitable Lyapunov functions and applying LaSalle’s invariance principle we have established the

global asymptotic stability of all steady states of the model. We have proven that, if R0 ≤ 1, then

the infection-free steady state is globally asymptotically stable (GAS), if R1 ≤ 1 < R0, then the

chronic-infection steady state without humoral immune response is GAS, and if R1 > 1, then the

chronic-infection steady state with humoral immune response is GAS.

Keywords: Virus infection; Global stability; Immune response; Lyapunov function; Hill type

infection rate.

1 Introduction

In recent years, considerable attention has been paid to study the dynamical behaviors of viruses

such as human immunodeficiency virus (HIV) (see e.g. [1]-[11]), hepatitis B virus (HBV) [12]-[14],

hepatitis C virus (HCV) [15]-[17], human T cell leukemia (HTLV) [18] and dengue virus [19], etc.

There are many benifits from mathematical models of viral infection include: (i) it provide important

quantitative insights into viral dynamics in vivo, (ii) it can improve diagnosis and treatment strategies

which yield to raise hopes of patients with viruses, (iii) it can be used to estimate key parameter values

that control the infection process.

Nowak and Bangham [2] proposed the basic viral infection model which contains three variables

x, y and v representing the populations of the uninfected target cells, infected cells and free virus

particles, respectively. In [20]-[26], the basic model has been modified to take into consideration the

humoral immune response. The basic model of viral infection with humoral immune response has
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been introduced by Murase et. al. [20] and Shifi Wang [26] as:

ẋ = λ− dx− βxv, (1)

ẏ = βxv − ay, (2)

v̇ = ky − cv − rzv, (3)

ż = gzv − µz, (4)

where z denotes the population of the B cells. Parameters λ, k and g represent, respectively, the

rate at which new healthy cells are generated from the source within the body, the generation rate

constant of free viruses produced from the infected cells and the proliferation rate constant of B cells.

Parameters d, a, c and µ are the natural death rate constants of the uninfected cells, infected cells,

free virus particles and B cells, respectively. Parameter β is the infection rate constant and r is the

removal rate constant of the virus due to humoral immune response. All the parameters given in

model (1)-(4) are positive.

In model (1)-(4), the incidence rate is supposed to be bilinear, βxv, which is based on the law of

mass action. In reality, bilinear incidence rate is not accurate to describe the viral dynamics during

the full course of infection. In [27], the incidence rate is given by Hill type infection rate. However,

the humoral immune response has been neglected.

Our aim in this paper is to propose a viral infection model with humoral immune response and

investigate its global stability analysis. The incidence rate is given by Hill type infection rate. Using

Lyapunov functions, we prove that the global stability of the model is determined by two threshold

parameters, the basic infection reproduction number R0 and the humoral immune response activation

number R1. We have proven that, if R0 ≤ 1, then the uninfected steady state is globally asymptotically

stable (GAS), if R1 ≤ 1 < R0, then the infected steady state without humoral immune response is

GAS, and if R1 > 1, then the infected steady state with humoral immune response is GAS.

2 The model

In this section, we propose a viral infection model with humoral immune response. The incidence rate

is given by a Hill type infection rate.

ẋ = λ− dx− βxnv

γn + xn
, (5)

ẏ =
βxnv

γn + xn
− ay, (6)

v̇ = ky − cv − rvz, (7)

ż = gvz − µz, (8)

where γ and n are positive constants. Next, we study the properties of the solutions of the model.
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2.1 Positive invariance

We note that model (5)-(8) is biologically acceptable in the sense that no population goes negative. It

is straightforward to check the positive invariance of the non-negative orthant R4
≥0 by model (5)-(8).

In the following, we show the boundednes of the solution of model (5)-(8).

Proposition 1. There exist positive numbers Li, i = 1, 2, 3 such that the compact set Ω ={
(x, y, v, z) ∈ R4

≥0 : 0 ≤ x, y ≤ L1, 0 ≤ v ≤ L2, 0 ≤ z ≤ L3

}
is positively invariant.

Proof. Let X1(t) = x(t) + y(t), then

Ẋ1 = λ− dx− ay ≤ λ− s1X1,

where s1 = min{d, a}. Hence X1(t) ≤ L1, if X1(0) ≤ L1, where L1 =
λ

s1
. Since x(t) > 0 and y(t) ≥ 0,

then 0 ≤ x(t), y(t) ≤ L1 if 0 ≤ x(0) + y(0) ≤ L1. On the other hand, let X2(t) = v(t) + r
gz(t), then

Ẋ2 = ky − cv − rµ

g
z ≤ kL1 − s2(v +

r

g
z) = kL1 − s2X2,

where s2 = min{c, µ}. Hence X2(t) ≤ L2, if X2(0) ≤ L2, where L2 =
kL1

s2
. Since v(t) ≥ 0 and

z(t) ≥ 0, then 0 ≤ v(t) ≤ L2 and 0 ≤ z(t) ≤ L3 if 0 ≤ v(0) + r
gz(0) ≤ L2, where L3 = gL2

r .

2.2 Steady states

In this subsection, we calculate the steady states of model (5)-(8) and derive two thresholds parameters.

The steady states of model (5)-(8) satisfy the following equations:

λ− dx− βxnv

γn + xn
= 0, (9)

βxnv

γn + xn
− ay = 0, (10)

ky − cv − rvz = 0, (11)

(gv − µ)z = 0. (12)

Equation (12) has two possible solutions, z = 0 or v = µ/g. If z = 0, then from Eqs. (10)-(11) we

obtain
kβxnv

a(γn + xn)
− cv = 0. (13)

Equation (13) has two possibilities, v = 0 or v 6= 0. If v = 0, then y = 0 and x = λ
d which leads to

the uninfected steady state E0 = (x0, 0, 0, 0), where x0 = λ
d . If v 6= 0, then from Eqs. (9) and (13) we

obtain

v =
k

ac

βxnv

γn + xn
=
k(λ− dx)

ac
(14)

⇒ x = x0 −
ac

dk
v. (15)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1372 M. A. Obaid 1370-1379



Then, Eq. (13) becomes
kβ
(
x0 − ac

dkv
)n
v

aγn + a
(
x0 − ac

dkv
)n − cv = 0.

Let us define a function Ψ1 as

Ψ1(v) =
kβ
(
x0 − ac

dkv
)n
v

aγn + a
(
x0 − ac

dkv
)n − cv = 0.

It is clear that Ψ1(0) = 0, and when v = v = x0dk
ac > 0, then Ψ1(v) = −cv < 0. Since Ψ1(v) is

continuous for all v ≥ 0, then we have

Ψ′1(0) = c

(
k

ac

βxn0
γn + xn0

− 1

)
.

Therefore, if Ψ′1(0) > 0 i.e. k
ac

βxn0
γn+xn0

> 1, then there exist a v1 ∈ (0, v) such that Ψ1(v1) = 0. From

Eq. (11) we obtain y1 = c
kv1 > 0 and from Eq. (9) we define a function Ψ2 as:

Ψ2(x) = λ− dx− βxnv1
γn + xn

= 0.

We have Ψ2(0) = λ > 0 and Ψ2(x0) = − βxn0
γn+xn0

v1 < 0. Since f(x) = xn

γn+xn is a strictly increasing

function of x, then Ψ2 is a strictly decreasing function of x, then there exist a unique x1 ∈ (0, x0) such

that Ψ2(x1) = 0. It means that, an infected steady state without humoral immune response E1 =

(x1, y1, v1, 0) exists when k
ac

βxn0
γn+xn0

> 1. Now we are ready to define the basic infection reproduction

number as:

R0 =
k

ac

βxn0
γn + xn0

.

The other possibility of Eq. (12) z 6= 0 leads to v2 =
µ

g
. Inserting v2 in Eq. (9) we define a function

Ψ3 as:

Ψ3(x) = λ− dx− βxnv2
γn + xn

= 0.

Note that Ψ3 is a strictly decreasing function of x. Clearly, Ψ3(0) = λ > 0 and Ψ3(x0) = − βxn0 v2
γn+xn0

< 0.

Thus, there exists a unique x2 ∈ (0, x0) such that Ψ3(x2) = 0. It follows from Eq. (11) that,

y2 =
βxn2v2

a(γn + xn2 )
, z2 =

c

r

[
k

ac

βxn2
γn + xn2

− 1

]
.

Thus y2 > 0, and if k
acv2

βxn2 v2
γn+xn2

> 1, then z2 > 0 when . Now we define the humoral immune response

activation number as:

R1 =
k

ac

βxn2
γn + xn2

,

Hence, z2 can be rewritten as z2 = c
r (R1 − 1). It follows that, there exists an infected steady state

with humoral immune response E2(x2, y2, v2, z2) when R1 > 1. Since x1 < x0, then

R1 =
k

ac

βxn2
γn + xn2

<
k

ac

βxn0
γn + xn0

= R0.
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From above we have the following result.

Lemma 1 (i) if R0 ≤ 1, then there exists only one positive equilibrium E0,

(ii) if R1 ≤ 1 < R0, then there exist two positive steady states E0 and E1, and

(iii) if R1 > 1, then there exist three positive steady states E0, E1 and E2.

3 Global stability analysis

In this section, we establish the global stability of the three steady states of system (5)-(8) employing

the direct Lyapunov method and LaSalle’s invariance principle.

Theorem 1. If R0 ≤ 1, then E0 is GAS.

Proof. Define a Lyapunov functional W0 as follows:

W0 = x− x0 −
x∫

x0

xn0 (γn + sn)

sn(γn + xn0 )
ds+ y +

a

k
v +

ar

kg
z.

Calculating dW0
dt along the trajectories of (5)-(8) as:

dW0

dt
=

(
1− xn0 (γn + xn)

xn(γn + xn0 )

)(
λ− dx− βxnv

γn + xn

)
+

βxnv

γn + xn
− ay

+
a

k
(ky − cv − rvz) +

ar

kg
(gvz − µz) (16)

= λ

(
1− xn0 (γn + xn)

xn(γn + xn0 )

)(
1− x

x0

)
+

βxn0v

γn + xn0
− ac

k
v − arµ

kg
z

= λ

(
1− xn0 (γn + xn)

xn(γn + xn0 )

)(
1− x

x0

)
+
ac

k

(
k

ac

βxn0
(γn + xn0 )

− 1

)
v − arµ

kg
z

=
λγn(xn − xn0 ) (x0 − x)

xnx0(γn + xn0 )
+
ac

k
(R0 − 1)v − arµ

kg
z. (17)

We have (xn−xn0 ) (x0 − x) ≤ 0 for all x, n > 0. Then if R0 ≤ 1 then dW0
dt ≤ 0 for all x, v, z > 0. Thus,

the solutions of system (5)-(8) converge to Ω, the largest invariant subset of
{
dW0
dt = 0

}
[28]. Clearly,

it follows from Eq. (17) that dW0
dt = 0 if and only if x = x0, v = 0 and z = 0. The set Ω is invariant

and for any element belongs to Ω satisfies v = 0 and z = 0, then v̇ = 0. We can see from Eq. (7) that

0 = v̇ = ky, and thus y = 0. Hence dW0
dt = 0 if and only if x = x0, y = 0, v = 0 and z = 0. From

LaSalle’s invariance principle, E0 is GAS.

Theorem 2. If R1 ≤ 1 < R0, then E1 is GAS.

Proof. We construct the following Lyapunov functional

W1 = x− x1 −
x∫

x1

xn1 (γn + sn)

sn(γn + xn1 )
ds+ y1H

(
y

y1

)
+
a

k
v1H

(
v

v1

)
+
ar

kg
z.
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The time derivative of W1 along the trajectories of (5)-(8) is given by

dW1

dt
=

(
1− xn1 (γn + xn)

xn(γn + xn1 )

)(
λ− dx− βxnv

γn + xn

)
+

(
1− y1

y

)(
βxnv

γn + xn
− ay

)
+
a

k

(
1− v1

v

)
(ky − cv − rvz) +

ar

kg
(gvz − µz) . (18)

Applying λ = dx1 +
βxn1 v1
γn+xn1

and collecting terms of Eq. (18) we get

dW1

dt
=

(
1− xn1 (γn + xn)

xn(γn + xn1 )

)
(dx1 − dx) +

βxn1v1
γn + xn1

(
1− xn1 (γn + xn)

xn(γn + xn1 )

)
− βxnv

γn + xn
y1
y

+ ay1 − a
yv1
v

+
ac

k
v1 +

ar

k
v1z −

arµ

kg
z.

Using the equilibrium conditions for E1,
βxn1 v1
γn+xn1

= ay1, cv1 = ky1, we obtain

dW1

dt
= dx1

(
1− xn1 (γn + xn)

xn(γn + xn1 )

)(
1− x

x1

)
+

βxn1v1
γn + xn1

(
1− xn1 (γn + xn)

xn(γn + xn1 )

)
− βxn1v1
γn + xn1

xn(γn + xn1 )vy1
xn1 (γn + xn)v1y

+
βxn1v1
γn + xn1

− βxn1v1
γn + xn1

yv1
y1v

+
βxn1v1
γn + xn1

+
ar

k

(
v1 −

µ

g

)
z

=
dγn(xn − xn1 ) (x1 − x)

xn(γn + xn1 )
+
ar

k

(
v1 −

µ

g

)
z

+
βxn1v1
γn + xn1

[
3− xn1 (γn + xn)

xn(γn + xn1 )
− xn(γn + xn1 )vy1
xn1 (γn + xn)v1y

− yv1
y1v

]
. (19)

Clearly, the first term of Eq. (19) is less than or equal zero. Because the geometrical mean is less than

or equal to the arithmetical mean, then the third and fourth terms of Eq. (19) are less than or equal

zero. Now we show that if R1 ≤ 1 then v1 ≤ µ
r = v2. This can be achieved if we show that

sgn (x2 − x1) = sgn (v1 − v2) = sgn (R1 − 1) .

We have (
xn2

γn + xn2
− xn1
γn + xn1

)
(x2 − x1) > 0, (20)

Suppose that, sgn (x2 − x1) = sgn (v2 − v1). Using the conditions of the steady states E1 and E2 we

have

(λ− dx2)− (λ− dx1) =
βxn2v2
γn + xn2

− βxn1v1
γn + xn1

=
βxn2v2
γn + xn2

− βxn2v1
γn + xn2

+
βxn2v1
γn + xn2

− βxn1v1
γn + xn1

=
βxn2

γn + xn2
(v2 − v1) + βv1

(
xn2

γn + xn2
− xn1
γn + xn1

)
,

and from inequality (20) we get sgn (x1 − x2) = sgn (x2 − x1), which leads to contradiction. Thus,

sgn (x2 − x1) = sgn (v1 − v2) . Using the steady state conditions for E1 we have k
ac

βxn1
γn+xn1

= 1, then

R1 − 1 =
k

ac

(
βxn2

γn + xn2
− βxn1
γn + xn1

)
.
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From inequality (20) we get:

sgn (R1 − 1) = sgn (v1 − v2) .

It follows that, if R1 ≤ 1 then v1 ≤ µ
r = v2. Therefore, if R1 ≤ 1 then dW1

dt ≤ 0 for all x, y, v, z > 0,

where the equality occurs at the equilibrium E1. LaSalle’s invariance principle implies the global

stability of E1.

Theorem 3. If R1 > 1,then E2 is GAS.

Proof. We construct the following Lyapunov functional

W2 = x− x2 −
x∫

x2

xn2 (γn + sn)

sn(γn + xn2 )
ds+ y2H

(
y

y2

)
+
a

k
v2H

(
v

v2

)
+
ar

kg
z2H

(
z

z2

)
.

We calculate the time derivative of W2 along the trajectories of (5)-(8) as:

dW2

dt
=

(
1− xn2 (γn + xn)

xn(γn + xn2 )

)(
λ− dx− βxnv

γn + xn

)
+

(
1− y2

y

)(
βxnv

γn + xn
− ay

)
+
a

k

(
1− v2

v

)
(ky − cv − rvz) +

ar

kg

(
1− z2

z

)
(gvz − µz) . (21)

Applying λ = dx2 +
βxn2 v2
γn+xn2

and collecting terms of Eq. (21) we get

dW2

dt
=

(
1− xn2 (γn + xn)

xn(γn + xn2 )

)
(dx2 − dx) +

βxn2v2
γn + xn2

(
1− xn2 (γn + xn)

xn(γn + xn2 )

)
+

βxn2v

γn + xn2
− βxnv

γn + xn
y2
y

+ ay2 −
ac

k
v − ayv2

v

+
ac

k
v2 +

ar

k
v2z −

arµ

kg
z − ar

k
z2v +

arµ

kg
z2.

Using the equilibrium conditions for E2

βxn2v2
γn + xn2

= ay2, ky2 = cv2 + rv2z2, µ = gv2,

we get

dW2

dt
= dx2

(
1− xn2 (γn + xn)

xn(γn + xn2 )

)(
1− x

x2

)
+

βxn2v2
γn + xn2

(
1− xn2 (γn + xn)

xn(γn + xn2 )

)
− βxn2v2
γn + xn2

xn(γn + xn2 )vy2
xn2 (γn + xn)v2y

+
βxn2v2
γn + xn2

− βxn2v2
γn + xn2

yv2
y2v

+
βxn2v2
γn + xn2

=
dγn(xn − xn2 ) (x2 − x)

xn(γn + xn2 )
+

βxn2v2
γn + xn2

[
3− xn2 (γn + xn)

xn(γn + xn2 )
− xn(γn + xn2 )vy2
xn2 (γn + xn)v2y

− yv2
y2v

]
. (22)

Thus, if R1 > 1 then x2, y2, v2 and z2 > 0. Clearly, we get that the first and second terms of Eq. (22)

are less than or equal zero. Since the arithmetical mean is greater than or equal to the geometrical

mean, then dW2
dt ≤ 0. It can be seen that, dW2

dt = 0 if and only if x = x2, y = y2 and v = v2. From Eq.

(7), if v = v2 and y = y2, then v̇ = 0 and 0 = ky2 − cv2 − rv2z, which yields z = z2 and hence dW2
dt

equal to zero at E2. LaSalle’s invariance principle implies global stability of E2.
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4 Conclusion

In this paper, we have proposed and analyzed a viral infection model with humoral immune response.

The model is a four dimensional that describe the interaction between the uninfected target cells,

infected cells, free virus particles and B cells. The incidence rate has been represented by Hill type

infection rate. We have derived two threshold parameters, the basic reproduction number R0 and the

humoral immune response number R1 which completely determined the basic and global properties

of the viral infection model. Using Lyapunov method and applying LaSalle’s invariance principle we

have proven that if R0 ≤ 1, then the uninfected steady state is GAS, if R1 ≤ 1 < R0, then the infected

steady state without humoral immune response is GAS, and if R1 > 1, then the infected steady state

with humoral immune response is GAS.

5 Acknowledgements

This article was funded by the Deanship of Scientific Research (DSR), King Abdulaziz University,

Jeddah. The authors, therefore, acknowledge with thanks DSR technical and financial support.

References

[1] M. A. Nowak and R. M. May, “Virus dynamics: Mathematical Principles of Immunology and

Virology,” Oxford Uni., Oxford, 2000.

[2] M. A. Nowak and C. R. M. Bangham, Population dynamics of immune responses to persistent

viruses, Science, 272 (1996), 74-79.

[3] A. S. Perelson and P. W. Nelson, Mathematical analysis of HIV-1 dynamics in vivo, SIAM Rev.,

41 (1999), 3-44.

[4] A.M. Elaiw, and S.A. Azoz, Global properties of a class of HIV infection models with Beddington-

DeAngelis functional response, Math. Method Appl. Sci., 36 (2013), 383-394.

[5] L. Wang, M.Y. Li, Mathematical analysis of the global dynamics of a model for HIV infection of

CD4+ T cells, Math. Biosc., 200 (2006), 44-57.

[6] Y. Zhao, D. T. Dimitrov, H. Liu and Y. Kuang, Mathematical insights in evaluating state depen-

dent effectiveness of HIV prevention interventions, Bull. Math. Biol., 75 (2013), 649-675.

[7] K. Hattaf and N. Yousfi, Global stability of a virus dynamics model with cure rate and absorption,

Journal of the Egyptian Mathematical Society, (In press).

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1377 M. A. Obaid 1370-1379



[8] D. S. Callaway and A. S. Perelson, HIV-1 infection and low steady state viral loads, Bull. Math.

Biol., 64 (2002), 29-64.

[9] P. K. Roy, A. N. Chatterjee, D. Greenhalgh and Q. J. A. Khan, Long term dynamics in a

mathematical model of HIV-1 infection with delay in different variants of the basic drug therapy

model, Nonlinear Anal. Real World Appl., 14 ( 2013), 1621-1633.

[10] A. M. Elaiw, Global properties of a class of virus infection models with multitarget cells, Nonlinear

Dynam., 69 (2012) 423-435.

[11] A. M. Elaiw, Global properties of a class of HIV models, Nonlinear Anal. Real World Appl., 11

(2010), 2253–2263.

[12] S. Eikenberry, S. Hews, J. D. Nagy and Y. Kuang, The dynamics of a delay model of HBV

infection with logistic hepatocyte growth, Math. Biosc. Eng., 6 (2009), 283-299.

[13] S. A. Gourley, Y. Kuang and J. D. Nagy, Dynamics of a delay differential equation model of

hepatitis B virus infection, J. Biol. Dyn., 2 (2008), 140-153.

[14] J. Li, K. Wang, Y. Yang, Dynamical behaviors of an HBV infection model with logistic hepatocyte

growth, Math. Comput. Modelling, 54 (2011), 704-711.

[15] R. Qesmi, J. Wu, J. Wu and J.M. Heffernan, Influence of backward bifurcation in a model of

hepatitis B and C viruses, Math. Biosci., 224 (2010) 118–125.

[16] R. Qesmi, S. ElSaadany, J.M. Heffernan and J. Wu, A hepatitis B and C virus model with age

since infection that exhibit backward bifurcation, SIAM J. Appl. Math., 71 (4) (2011) 1509–1530.

[17] A. U. Neumann, N. P. Lam, H. Dahari, D. R. Gretch, T. E. Wiley, T. J, Layden and A. S.

Perelson, Hepatitis C viral dynamics in vivo and the antiviral efficacy of interferon-alpha therapy,

Science, 282 (1998), 103-107.

[18] M. Y. Li and H. Shu, Global dynamics of a mathematical model for HTLV-I infection of CD4+

T cells with delayed CTL response, Nonlinear Anal. Real World Appl., 13 (2012), 1080-1092.

[19] P. Tanvi, G. Gujarati, and G. Ambika, Virus antibody dynamics in primary and secondary dengue

infections, J. Math. Biol., (In press).

[20] A. Murase, T. Sasaki and T. Kajiwara, Stability analysis of pathogen-immune interaction dynam-

ics, J. Math. Biol., 51 (2005), 247-267.

[21] W. Dominik, R. M. May and M. A. Nowak, T he role of antigen-independent persistence of memory

cytotoxic T lymphocytes, Int. Immunol. 12 (4) (2000), 467-477.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1378 M. A. Obaid 1370-1379



[22] M. A . Obaid, Global dynamics of a viral infection model with exposed state and antibodies, Journal

of Computational and Theoretical Nanoscience, (in press).

[23] M. A . Obaid and A.M. Elaiw, Stability of virus infection models with antibodies and chronically

infected cells, Abstr. Appl. Anal, 2014, Article ID 650371.

[24] A. M. Elaiw, A. Alhejelan, Global dynamics of virus infection model with humoral immune re-

sponse and distributed delays. Journal of Computational Analysis and Applications, 17 (2014),

515-523.

[25] T. Wang, Z. Hu, F. Liao and Wanbiao, Global stability analysis for delayed virus infection model

with general incidence rate and humoral immunity, Math. Comput. Simulation, 89 (2013), 13-22.

[26] S. Wang and D. Zou, Global stability of in host viral models with humoral immunity and intracel-

lular delays, J. Appl. Math. Mod., 36 (2012), 1313-1322.

[27] N. Bairagi, D. Adak, Global analysis of HIV-1 dynamics with Hill type infection rate and intra-

cellular delay, Appl. Math. Model., 38 (2014), 5047-5066.

[28] J.K. Hale, and S. Verduyn Lunel, Introduction to functional differential equations, Springer-

Verlag, New York, 1993.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.7, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1379 M. A. Obaid 1370-1379



A Parameterized Series Representation for
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Abstract. We prove that if λ ≤ 1/2, then

ζ(3) =
∞∑
n=1

1

(1− λ)n+1

n∑
k=1

(
n

k

)
(−λ)n−kδk

with

δk =
Hk

k2
− 1

k

(
π2

6
−H(2)

k

)
,

where Hk and H
(2)
k denote the harmonic numbers and the generalized har-

monic numbers of order 2, respectively.

Keywords. Apéry’s constant, series representation, harmonic numbers.
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2

1. Introduction

The famous Riemann zeta function is defined for all complex numbers s
with <s > 1 by the Dirichlet series

(1) ζ(s) =
∞∑
n=1

1

ns
= 1 +

1

2s
+

1

3s
+ · · · .

In this note we are concerned with the special case s = 3, that is, with

ζ(3) =

∞∑
n=1

1

n3
= 1.20205 . . . .

This number is known in the literature as Apéry’s constant. It is named after
the Greek-French mathematician Roger Apéry (1916–1994), who proved in
1979 that ζ(3) is irrational; see [4]. A central role in his proof is played by
the elegant series representation

ζ(3) =
5

2

∞∑
n=0

(−1)n−1

n3
(
2n
n

) .
Apéry’s constant has been the subject of much attention. It appears in the

solution of finding sharp bounds for the Mathieu series
∑∞

n=1 2n(n2 +r2)−2,
it has applications in physics and it also occurs in the solution of probability
problems; see [1], [8] and [10, A002117]. Euler, Ramanujan and numerous
other researchers provided various integral and series representations for ζ(3)
and related constants. We refer to Srivastava’s survey paper [12] and the
references therein; see also [2].

As is well-known, Euler proved that the numbers ζ(2n) (n = 1, 2, 3, ...)
are irrational. Thus, it is natural to ask whether the values ζ(2n + 1)
(n = 2, 3, 4, ...) are also irrational. This is a classical open problem. Re-
cent progress on this subject was made by Rivoal [9], who established that
infinitely many of the numbers ζ(2n+1) are irrational, and Zudilin [14], who
proved that at least one of the numbers ζ(5), ζ(7), ζ(9), ζ(11) is irrational.

It is the aim of this note to present a new singly-parameterized series
representation for ζ(3) in terms of the classical harmonic numbers

Hk =
k∑
j=1

1

j
= 1 +

1

2
+

1

3
+ · · ·+ 1

k
(k = 1, 2, ...).

and the generalized harmonic numbers of order 2

H
(2)
k =

k∑
j=1

1

j2
= 1 +

1

22
+

1

32
+ · · ·+ 1

k2
(k = 1, 2, ...).

Our method of proof, which can be used to obtain series representations
for other mathematical constants as well, is explained in detail in [3]. A key
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3

role is played by the remarkable integral representation

(2) ζ(3) =
1

2

∫ 1

0

log t log(1− t)
t (1− t)

dt,

which was published by Janous [7] in 2006.

2. Main Result

The following series representation for Apéry’s constant is valid.

Theorem. Let λ be a real number with λ ≤ 1/2. Then,

(3) ζ(3) =

∞∑
n=1

1

(1− λ)n+1

n∑
k=1

(
n

k

)
(−λ)n−kδk

with

(4) δk =
Hk

k2
− 1

k

(
π2

6
−H(2)

k

)
.

Proof. Let λ ≤ 1/2 and 0 < t < 1. Then,

−1 <
t− λ
1− λ

< 1.

Expanding in a geometric series, we obtain

1

1− t
=

1

1− λ
· 1

1− t−λ
1−λ

=
1

1− λ

∞∑
n=0

(
t− λ
1− λ

)n
.

Since

(t− λ)n =
n∑
k=0

(
n

k

)
tk(−λ)n−k

(where (−λ)n−k = 1 if λ = n− k = 0), we find that

1

1− t
=
∞∑
n=0

1

(1− λ)n+1

n∑
k=0

(
n

k

)
tk(−λ)n−k.

Substituting this into (2) gives

ζ(3) =
1

2

∫ 1

0

log t log(1− t)
t

∞∑
n=0

1

(1− λ)n+1

n∑
k=0

(
n

k

)
tk(−λ)n−k(5)

=
1

2

∞∑
n=0

1

(1− λ)n+1

n∑
k=0

(
n

k

)
(−λ)n−kδk,

where

δk =

∫ 1

0
tk−1 log t log(1− t)dt.
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4

Here if we substitute the series

log(1− t) = −
∞∑
ν=1

tν

ν

we obtain

(6) δk = −
∞∑
ν=1

1

ν

∫ 1

0
tk+ν−1 log t dt =

∞∑
ν=1

1

ν(k + ν)2

using integration by parts.
For k = 0 we have

δ0 =

∞∑
ν=1

1

ν3
= ζ(3)

and for k ≥ 1 we find that

δk =
∞∑
ν=1

(
1

k2

(
1

ν
− 1

k + ν

)
− 1

k

1

(k + ν)2

)
=
Hk

k2
−
ζ(2)−H(2)

k

k
.

Applying (5) gives

ζ(3) =
1

2

∞∑
n=0

1

(1− λ)n+1

(
(−λ)nδ0 +

n∑
k=1

(
n

k

)
(−λ)n−kδk

)

=
δ0

2(1− λ)

∞∑
n=0

(
−λ

1− λ

)n
+

1

2

∞∑
n=1

1

(1− λ)n+1

n∑
k=1

(
n

k

)
(−λ)n−kδk.

Since

δ0
2(1− λ)

∞∑
n=0

(
−λ

1− λ

)n
=

1

2
δ0 =

1

2
ζ(3),

and ζ(2) = π2/6, we conclude that (3) is valid with δk as given in (4). �

3. Examples

We consider the cases λ = 0,−1,±1/2, and 1/4.

Example 1. The special case λ = 0 leads to the representation

ζ(3) =

∞∑
n=1

δn =

∞∑
n=1

(
Hn

n2
− ζ(2)−H(2)

n

n

)
.

This formula can also be proved without using the Theorem. In fact, the
last expression can be written as the difference of two series whose terms all
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cancel, except for those in series (1) for ζ(3). Indeed,

∞∑
n=1

δn =

∞∑
i=1

Hi

i2
−
∞∑
j=1

ζ(2)−H(2)
j

j
(7)

=

∞∑
i=1

1

i2

i∑
j=1

1

j
−
∞∑
j=1

1

j

∞∑
i=j+1

1

i2

=
∑
i≥j≥1

1

i2j
−
∑
i>j≥1

1

i2j

=
∑
i=j≥1

1

i2j
=
∑
i≥1

1

i3
= ζ(3),

as claimed.
If we combine this with (6) and reverse the order of summation, we get

ζ(3) =

∞∑
n=1

δn =

∞∑
ν=1

∞∑
n=1

1

ν(n+ ν)2
=

∞∑
ν=1

ζ(2)−H(2)
ν

ν
.

Together with (7), this proves Euler’s famous relation [5]

∞∑
i=1

Hn

n2
= 2ζ(3).

Example 2. The case λ = −1 yields

2ζ(3) =
∞∑
n=1

1

2n

n∑
k=1

(
n

k

)
δk.

This may be compared to the series

3

2
ζ(3) =

∞∑
n=0

1

2n

n∑
k=0

(
n

k

)
(−1)k

(k + 1)3

which in turn is the case s = 3 of a global series for ζ(s) due to Hasse [6]
and rediscovered in [11].

Example 3. The cases λ = 1/2,−1/2, 1/4 give

ζ(3) =
∞∑
n=1

(−1)n
n∑
k=1

(−1)k
(
n

k

)
2k+1δk,

3

2
ζ(3) =

∞∑
n=1

1

3n

n∑
k=1

(
n

k

)
2k δk,

3

4
ζ(3) =

∞∑
n=1

1

(−3)n

n∑
k=1

(
n

k

)
(−4)k δk,
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6

respectively.

4. Concluding Remarks

We conclude the paper with three remarks.

Remark 1. If we multiply both sides of (3) by (1 − λ)a+1 (a ∈ R) and
differentiate with respect to λ, then we find that

(a+ 1) ζ(3) =

∞∑
n=1

1

(1− λ)n+1

n∑
k=1

(
n

k

)
(−λ)n−k−1

(
n− aλ+ (λ− 1)k

)
δk.

Applying this with a = 1, λ = −1/4 and (3) with λ = −1/4 yields

5

4
ζ(3) =

∞∑
n=1

1

5n

n∑
k=1

(
n

k

)
4k(4n− 5k) δk.

Remark 2. Using the asymptotic formulas

Hk ∼ log k and ζ(2)−H(2)
k ∼ 1

k
(k →∞)

we obtain

δk ∼
log k

k2
(k →∞).

For k = 1, 2, . . . , 10, we have the values

δk = 0.35506 . . . , 0.17753 . . . , 0.10909 . . . , 0.07487 . . . , 0.05506 . . . ,

0.04246 . . . , 0.03389 . . . , 0.02777 . . . , 0.02324 . . . , 0.01977 . . . .

Remark 3. Applying the series representation (6) and [13, Theorem 11d]
we conclude that the sequence {δk}∞k=0 is not only decreasing and convex
but even completely monotonic, that is,

(−1)n ∆nδk ≥ 0 for k, n = 0, 1, 2, ...,

where ∆ denotes the forward difference operator defined by

∆0δk = δk, ∆nδk = ∆n−1δk+1 −∆n−1δk (k = 0, 1, 2, ...; n = 1, 2, ...).
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