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ABSTRACT 
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Supervisor: Assoc. Prof. Dr. James Little 

 

DECEMBER 2016, 35 pages 

 

 

 

Nowadays, sentiment analysis has become a significant area of research related to 

machine learning and natural language processing, where sentiments and opinions 

about several topics are available on the Internet. This allows many parties such as 

companies, customers or governments to gauge and assess thousands of online 

opinions automatically.  Sentiment on Arabic text is still some way behind that of 

English, mainly due to the inherent challenges in the language. 

We apply sentiment analysis to higher level education, by taking feedback from 

Arabic-speaking students every week during the semester in the form of ‘Tweet’-like 

comments. This also has the benefit of allowing the students to express their opinion 

in their mother language to obtain a good quality feedback and alert the lecturer to 

any issues. 

The research shows that using sentiment analysis gives realistic sentiment values for 

the students’ feedback, mainly due to the high accuracy of the Arabic sentiment 
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lexicon. Over time the sentiment fluctuated in a plausible manner given the order of 

content presented. 

 

 

Keywords: Sentiment analysis, Arabic Lexicon, Arabic language. 
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ÖZ 

 

 

SÖMESTRE BOYUNCA  

ÖĞRENCİLERİN ARAPÇA GERİBİLDİRİMLERİNİN 

DUYGU ANALİZİ 

 

 

KHUDHAIR, Ali 

Yüksek Lisans,  

Tez Danışmanı: Doç. Dr. James Little 

 

Kasım 2016, 35 sayfa 

 

 

 

Günümüzde, duygu analizi, çeşitli konular hakkındaki duygu ve görüşlerin internet 

üzerinden ulaşılabildiği, özdevimli öğrenme ve doğal dil işlemine ilişkin önemli bir 

araştırma alanı haline gelmiştir. Bu durum şirketler, müşteriler veya hükümetler gibi 

birçok ilgili tarafın online olarak mevcut olan binlerce görüşü otomatik olarak 

ölçmesini ve değerlendirmesini sağlamaktadır. Arapça metinler hakkındaki duygu 

analizi halen İngilizcenin çok gerisindedir, bunun ana sebebi dilin yapısından gelen 

zorluklardır.  

Sömestre süresince her hafta Arapça konuşan öğrencilerden ‘Tweet’ benzeri 

yorumlar halinde geribildirimler almak suretiyle, duygu analizini yüksek seviyede 

eğitime uyguluyoruz. Bunun ayrıca öğrencilerin görüşlerini kendi ana dillerinde 

ifade etmelerini sağlama, yüksek kalitede geribildirimler alma ve herhangi bir sorun 

hakkında öğretim üyesini uyarma gibi faydaları vardır.  

Araştırma göstermektedir ki, esas olarak Arapça duygu veri sözlüğünün yüksek 

doğruluk oranı sebebiyle, duygu analizini kullanmak öğrencilerin geribildirimleri 
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için gerçekçi duygu değerleri vermektedir. Zamanla, sunulan içeriğin sıralaması 

dikkate alındığında, duygular akla yatkın bir şekilde dalgalanmaktadır.  

 

 

Anahtar Kelimeler: Duygu Analizi, Arapça veri sözlüğü, Arapça dili. 
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CHAPTER 1 

 

INTRODUCTION 

 

 

1.1 Background 

 

With the rapid growth of social media and web applications, feedback in the form of 

comments, reviews and ratings are now commonly generated by users. Each user can 

express his/her opinion about many things, including politics, services, people, 

events, products and education. These require analyzing and processing to get a 

general estimation of what users feel and think. In the past, obtaining users' opinions 

was difficult, as it takes a long time to examine manually each review. Therefore, 

marketing people and managers became interested in providing automatic sentiment 

analysis tools to speed up the process. 

There are two main approaches to making a sentiment analysis. The first approach is 

using machine learning (ML) techniques and the second approach is using lexicon-

based approach, which has been chosen for our thesis. 

Our approach depends on a dictionary that it uses to calculate the sentiment of each 

word. 

Many of the studies conducted on sentiment analysis have been in English, Indian 

and Chinese languages [1]. However, few studies have been conducted using the 

Arabic language, which is the mother language for more than 300 million speakers. 

The reason may be that each word in the Arabic language can have a lot of 

morphological forms. Therefore, applying sentiment analysis becomes a challenge 

due to this. 

One of the application areas for sentiment analysis is in Education. Analysing student 

feedback is an obvious, although unexplored idea. We can categorize student 

feedback into [2]: 

1- Lecturer to student, which is for self-improvement of the students. 
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2- Student to lecturer feedback, which guides the lecturer into teaching the courses in 

ways the students understand better. 

We propose a method to obtain the sentiment analysis score for students' feedback in 

Arabic. In this approach we use a large-scale sentiment lexicon called ArSenL. It 

contains all or most of the Arabic sentiment words. Each record (word or phrase) in 

the lexicon has three scores obtained from the mapping with English sentiment 

WordNet (ESWN): positive, negative, and neutral. For example, ["good" 0.9, 0.1, 0], 

["bad" 0.1,0.9,0] and ["lecture" 0,0,1]. Many words in the same domain can have 

different polarity in different contexts, this is why ‘good’ has both a positive and 

negative scores [3].  The total of the three scores is 1.  

After collecting the text from students, we process this data and attempt a match 

between the word and ArSenL to calculate the sentiment score. Each sentence 

(collection of words) has two scores (positive and negative). We take the largest of 

these scores to identify its polarity. We also compare two other methods (the 

Indicoio1 and Repustate2)  that are already built to calculate the sentiment and 

compare these results with our results to verify our results. 

 

1.2 Hypothesis and Research Questions 

 

The following is main hypothesis of this research: 

Students feedback in the form of “tweet” like statements can be measured with 

sentiment analysis. 

In order to test this hypothesis, a number of major research questions were addressed. 

1. How well does the sentiment score match reality? 

2. Do fluctuations over time reflect difficulty of lectures? 

3. Are the software sentiment packages consistent with our results? 

 

 

 

 

 

                                                
1 https://indico.io/ 

2 https://www.repustate.com/ 
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1.3 Research Contributions 

 

The research contribution of our work is to build a new model that measures the 

feeling of foreign students towards each lecture they attend. It allows students write 

in their mother language, rather than in English and be assessed automatically. It 

provides the universities with a tool to keep better informed in real time on the 

sentiments of their foreign students. 

 

1.4 Thesis Structure 

 

This thesis is organized as follows: Chapter two, gives an overview of sentiment 

analysis in general and sentiment analysis for students feedback in particular, 

reviewing the relevant literature across the range of topics addressed in the thesis. 

Chapter three, describes how to collect datasets used in this work and how our 

methodology. It also shows how to analyse students feedback in terms of sentiment 

and how to calculate the results. Chapter four, presents the results of the sentiment 

analysis feedback for two courses and discusses the results in terms of patterns. The 

last chapter, concludes our work in terms of its applicability and suggests some 

directions for future research. 
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CHAPTER 2  

 

SENTIMENT ANALYSIS 

 

 

2.1 Fundamental Concepts 

 

Nowadays sentiment analysis is a significant technology in determining human 

reaction to specific topics, usually through social media. Sentiment analysis is the 

“field of study that analyses people’s opinions, sentiments, evaluations, appraisals, 

attitudes, and emotions towards entities such as products, services, organizations, 

individuals, issues, events, topics, and their attributes” [4]. 

There is another term, opinion mining, which is equivalent to sentiment analysis. 

Liu [5], defines opinions as “subjective expressions that describe people’s sentiment, 

appraisals or feelings towards entities, events and their properties”. He differentiates 

between an explicit opinion which grants a positive or negative statement about a 

theme, with a comparative opinion which explains the positivity or negativity of an 

item by a match to another item. 

Kim and Hovy [6], define an opinion as a combination of four principles: topic, 

holder, claim, and sentiment, while Liu, defines five principles of an explicit opinion: 

object, features, orientation, holder and time. In the first case the opinion holder has a 

claim about a certain topic and associates this claim with a certain sentiment. In the 

second case, the opinion holder finds some features of a certain object, and associates 

a certain orientation about them at a specific time. 

In computational linguistics, sentiment analysis is considered as a classification 

problem; texts are labelled either positive or negative. If the text does not contain any 

opinion, it is then classified as neutral. 

In this thesis, we will use as the sentiment items, student feedback, in the form of 

‘Tweet-like’ statements that focus on students’ weekly opinion on two courses. We 

stipulate that the feedback is delivered in the students’ native language, that of 
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Arabic. In general, the case of sentiment analysis can be branched into four major 

aspects, as shown in Figure 1 and summarized below. 

1. Tasks - sentiment analysis tasks can be classified into wide range polar detection 

and fine-grained task. Such as sentiment strength detection and emotion 

detection. 

2. Level - the sentiment analysis level is based on the granularity of text used, 

word-level, phrase-level or sentence-level, document-level. 

3. Approaches – there three approaches used in sentiment analysis, lexicon-based 

approaches, supervised approaches or hybrid approaches. 

4. Data type -Sentiment data can be obtained from microblogging sites (e.g. 

Facebook status updates, tweet messages, SMS) as well as conventional text 

(e.g., product reviews, news articles). 

Next, we will discuss all four  branches in detail. 

 
Figure 1 Four dimensions of the sentiment analysis research problem. 

We will use an example3 to clarify the various aspects for sentiment analysis. This 

example is part of a review about the iPhone 7. 

 "(1) I get a new iPhone every year.(2) This one is disappointing. 

(3) Yes there are important internal improvements.(4) but considering the 

price Apple should have done more". 

 

 

 

                                                
3 https://www.amazon.com/Apple-Plus-Unlocked-128-GB/product 

reviews/B01LY5U0EY/ref=cm_cr_dp_qt_hist_three?ie=UTF8&filterByStar=three_star&reviewerType=all_reviews&showVie

wpoints=0. The last access in 7.NOV.2016 
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2.2 Sentiment analysis tasks 

 

We can determine whether a given text has a positive or negative sentiment by 

detecting the polarity (positive, negative or neutral) from the sentiment analysis. This 

is a basic task of sentiment analysis we will focus on the polarity detection.  In our 

example, sentence (2) and (4) have a negative opinion, while sentence (3) has a 

positive opinion. If there is no sentiment in the sentence that mean neutral (1) 

 

2.3 Sentiment analysis levels 

 

Broadly speaking, there are three levels of text granularity which can be analysed.  

1. Phrase-level sentiment analysis: Given a multi-word expression in a 

sentence, the task is to detect sentiment, whether positive or negative (e).  

2.  Sentence-level sentiment analysis: Sentence (s) consist of multiple words 

and phrases, the task at this level is to identify sentiment whether positive or 

negative over the whole sentence (s). For instance, sentence (3) has a positive 

sentiment while sentence (2) has a negative sentiment, but both are in the 

same single review 

3.  Document-level sentiment analysis:. We can determine the general opinion 

of the overall document through averaging the opinion for each sentence in 

the document . 

 

2.4 Sentiment classification techniques 

 
Sentiment analysis has three major approaches. They are machine learning, lexicon-

based, and hybrid. Machine learning approaches use machine learning algorithms 

based on linguistic features. The lexicon-based approach depends on a sentiment 

lexicon. The lexicon is a set of identified and precompiled sentiment terms.  The 

lexicon-based approach can be divided into two main approaches, dictionary-based 

and corpus-based. In order to determine the polarity of sentiment it uses a semantic 

or statistical method. The hybrid approach combines machine learning with lexicon-

based approach. We can illustrate sentiment classification approaches in Figure 2. 
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 Machine-learning-based approaches require that there is training data to build a 

model and perform classification. Unfortunately, this data is labelled manually one 

by one, so requires a high effort.  

In machine learning, there are two approaches, supervised and unsupervised learning 

techniques. The supervised technique can be used when there exists a large number 

of training documents already labelled (as positive or negative sentiment). The 

unsupervised techniques are applied by looking for similarities in sentence structure 

with other known sentiment sentences.  

In the lexicon-based approach, the most important step is to find or identify a 

sentiment lexicon for the domain or language you are using. The lexicon-based 

approach is divided into two main methods, the dictionary-based approach and the 

corpus-based approach. In the dictionary-based approach of the most important steps 

is to find or identify the seeds of opinion words, and then looking for these seeds, 

such as positive words or negative words like happiness, sadness and love, in a 

dictionary of antonyms and synonyms. The corpus-based approach starts with the list 

of seeds opinion words, and then finds other sentiment words in a big corpus to aid in 

determining sentiment words with context particular orientations. We will explain in 

detail both approaches and algorithms used in the next section. 

 
Figure 2 Sentiment classification approaches 
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2.4.1 Lexicon-based approach 

 

Many sentiment classification approaches are based on opinion words. Positive 

opinion words are used to convey positive sentiment, while conversely negative 

words are taken for negative sentiment. 

An opinion lexicon consists of opinion phrases, sentiment value and idioms. In order 

to collect the opinion word list there are three main approaches. The manual 

approach can be used, but is not used alone, as it is very time-consuming. It is 

usually used in the final steps to check and avoid mistakes resulting from automated 

methods. The two automated approaches are presented in the following subsections. 

 

2.4.1.1 Dictionary-based approach 

 

In this approach, opinion words are gathered manually with knowing their positive or 

negative opinion these words are [7]. This set is then grown by searching in the well 

known corpora thesaurus or WordNet for their antonyms and synonyms. After the 

completion of the process, an inspection can be executed manually to correct or 

remove errors. 

This approach has a main disadvantage in the inability to find opinion words with 

domain and context specific orientations. This approach was used by Qiu and He [8] 

to identify sentences of sentiment in contextual advertising. Their proposal allowed 

advertising strategy to improve user experience and increase relevance. 

 

2.4.1.2 Corpus-based approach 

 

The Corpus-based approach relies on syntactic patterns or patterns of words that 

happen together. Many of these patterns or words can be discovered  by starting from 

a small set of ‘seed terms’. To develop these sets, the Corpus-based approach 

exploits the relationships between terms [9]. 
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For example,  sets can be extended to conjoining adjectives based on "but", "and" 

connectives where "and" refers to alike polarities and "but" refers to contrasting 

polarities among the conjoining adjectives. For example, in the following sentence 

"This car is beautiful and spacious" the word "beautiful" is positive, and that leads to 

make "spacious" positive as well. This is called sentiment consistency. The phrase 

“beautiful but dangerous” indicates that dangerous should be negative.  

 

2.4.2 Machine learning approach 

 

To solve the problem of classification of regular text in sentiment analysis, we use 

the common algorithms in machine learning based on syntactic and/or linguistic 

features. We have a set of training records D = {X1, X2, . . ., Xn} where each record 

may have an outcome called Class associated with it. Given a text with unknown 

sentiment, a machine learning model will determine it for sentiment.  

 

2.4.2.1 Supervised learning 

 

For supervised learning, we start in the same way as our lexicon approach with a 

tokenisation of the sentence followed by removed stop word, stemming, 

normalization. However, instead of checking the sentiment value of each word, we 

build array where each row contains two elements, a review text and the sentiment 

label for that review. This method is based on pre-labelled training data. The goal of 

the classification model is to predict the class for each record of the test dataset. 

There are various types of supervised classifiers. In the following sections, we 

present some of the most commonly used classifiers in sentiment analysis. 

 

•  Support Vector Machines Classifiers (SVM) 

 

A Support Vector Machine  performs classification by finding the hyperplane that 

maximizes the margin between the two classes. The vectors (cases) that define the 

hyperplane are the support vectors 
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• Naïve Bayes Classifier 

 

The Naive Bayesian classifier is based on Bayes’ theorem with independence 

assumptions between predictors. A Naive Bayesian model is easy to build, with no 

complicated iterative parameter estimation which makes it particularly useful for 

very large datasets  

 

• Decision tree classifier 

 

Decision tree builds classification or regression models in the form of a tree 

structure. It breaks down a dataset into smaller and smaller subsets while at the same 

time an associated decision tree is incrementally developed. The final result is a tree 

with decision nodes and leaf nodes. 

 

2.4.2.2 Unsupervised learning 

 

Sometimes in the classification of text, it is difficult to create labelled training data, 

but easier to collect this unlabelled data. Many researchers have work in this area, 

such as, Ko and Seo [10] who suggest a method to convert documents into sentences 

and classify each sentence using a sentence similarity measure and a keyword lists 

for each sentiment type. Xianghua and Guo [11] also used an unsupervised approach 

to automatically find the aspects discussed of social reviews in China and the 

sentiments associated. They tested social reviews that were based on a Chinese 

lexicon (300-SINA Hownet) and extracted from a blog data set. They discovered that 

the approach they used obtained a good subject partitioning and improved SA 

accuracy. It also helped to find out multi-aspect, fine-grained subjects and their 

related sentiment. 

There are other types of unsupervised approaches based on semantic spaces, lexical 

association using PMI [12], and distributional similarity that measures the similarity 

between polarity and words [13]. 
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2.5 Microblogging Data 

 

Clearly, the development of microblogging and social networking services in the last 

eight years, has created new add-on services. These services have imposed a big 

requirement from the field of sentiment analysis. This new area is known as 

Sentiment Analysis of Microblogs [14]. 

Unlike conventional content, microblogging content is generally short (e.g., tweet 

messages are restricted to 140 characters), contains some abbreviations, ill-formed 

irregular phrases and words, emoticons and lacks of correct and complete sentence 

structures. Most of the present work on sentiment analysis for microblogging 

concentrates on the Twitter data sentiment analysis. Research has also been carried 

out on sentiment analysis with other social media platforms such as Facebook, 

MySpace, Sina Weibo. 

 

2.6 Sentiment analysis of Twitter 

 

We refer to Twitter because the student feedback is similar in length to what Twitter 

allows. Twitter is one of the most popular applications in social networking. It was 

created in March 2006 and provides micro-blogging services that allows users to 

send “tweets” about their condition or about the events in their lives and opinions, up 

to a maximum of 140 characters per message. 

With the rapid growth of Twitter users to about 500 million worldwide and with 

millions of messages every day, it became necessary for organizations to monitor 

their reputation by analysing the views of Twitter users. This can be done by 

extracting the sentiment of Tweets about the products and services of their own 

company and also competitors. 

Many Twitter users use abbreviations (because of short tweets no more than 140 

characters), have spelling mistakes, poor grammar and sentences are irregular. 

Therefore, it can be difficult to use sentiment analysis methods designed for 

conventional texts. However, tweets provide useful indicators for many different 

purposes. We can classify tweet sentiment into two classes, which are positive and 

negative polarity [15]. 
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We can extract the sentiment automatically by using the two main approaches, which 

are lexicon-based approach and machine-learning-based approach. 

 

2.7 Sentiment Analysis Tools and Applications 

 

Sentiment analysis can be applied commercially in many different fields to extract 

the opinion of the user and the level of satisfaction with the product or service. In this 

section, we will discuss some of the common Tools and applications and will give 

brief descriptions of each. 

 

2.7.1 Tools 

 

There are commercial sentiment analysis tools such as Lexalytics, socialmention and 

text-processing.com. There are some online services available such as, Viralheat4, 

Radiant65, Sysomos6, etc which provide sentiment values for  a sentence.  

Lexalytics is one of the major players in the field. It was the first seller to produce a 

commercial sentiment engine, in 2003. Lexalytics provides two methods of 

measuring sentiment. The first one is called phrase-based sentiment and the second 

one is called model-based sentiment. In short, the first method uses a very large 

dictionary with a score for every word starting from -1 very bad words and ranging 

to 1 very good words. This method works well and is easy to use for a non-expert. 

The second method, in short, requires to train the machine learning model on a set of 

texts, labeled (positive or negative) by humans. 

Lexalytics supports many languages, for example, English, French, Chinese and 

Arabic . However, it does not support the Arabic language completely, such as the 

sentiment of the Arabic language,.  

 

 

 

 

                                                
4 https://www.viralheat.com/ 

5 https://www.marketingcloud.com/ 

6 https://sysomos.com/ 
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2.7.2 Applications  

 

Sentiment analysis can applied in many application in following sections we will 

explain some of them. 

 

2.7.2.1 Online Commerce 

 

E-commerce allows users or customers to provide their opinions about the product or 

services online. These opinions for instance can help in providing a summary about a 

product or a service and from that, identify common issues. Web sites can display 

previous opinions and recommendations easily for new customers in order to help in 

their decision-making. Common websites like "amazon.com" provide reviews from 

customers and also with rating information. These sites contain 75 million opinions 

from all over the world. Sentiment analysis can assist these sites by converting 

dissatisfied customers into promoters by analysis of sentiment [16]. 

 

2.7.2.2 Voice of the Market (VOM) 

 

Voice of the Market determines what customers feel about your or your competitors’ 

services and products. Convenient and accurate information from the Voice of the 

Market can help in directing new product development and gaining competitive 

advantage. Detecting such information early also helps in targeting and directing key 

marketing campaigns. Management can get customer real-time opinion by using 

Sentiment Analysis.  Zhang et al. [17] proposed a weakness finder system that helps 

manufacturers discover the weakness of their product from Chinese reviews.  

 

2.7.2.3 Politics 

 

Sentiment analysis can help politics to assess their weaknesses and strength of parties 

and policies through an opinion analysis process across the population. İn  figure 3 

we see three politicians in 2 hours tv debate in how the public tweet against each 

politician. We note the varying sentiment level ratios between positive to negative 
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over time and across the three politicians. This allows each politician to understand 

the reactions of the public to what they say 

 
Figure 3 Sentiment level through time7 

 

 

2.7.2.4 Brand Reputation Management 

 

Reputation can be improved or damaged by customers’ opinions. This creates an 

opportunity for companies to manage and strengthen its brand reputation. If, for 

example, there was negative feedback on the keyboard being faulty, an early recall 

could be made and a modification issued. Sentiment analysis helps identify the 

customer's perspective on the brand of the company as well as its products and 

services [16]. 

 

2.8 Arabic Language 

 

Arabic, as a language, comprises 28 letters made up of 25 consonants and 3 long 

vowels. Arabic can be best described as a cursive, joined-up and longhand language.  

Cursive means that the letters in an Arabic word are connected to one another in a 

continuous flowing line, unlike English which is non-cursative.  In fact, the letter 

shape in the Arabic language depends on its position in the word. Note that the 

writing in Arabic runs in the direction of right to left. Arabic has no capitalization, 

similar to other languages, such as Korean and Japanese. 

 Arabic letters have various shapes, depending on their communicative position in 

the word. This is also unlike English, which has designated letters to represent short 

vowels. Arabic has diacritics (marks) that play the same unique role as the short 
                                                
7 http://www.bbc.co.uk/blogs/thereporters/rorycellanjones/2010/04/the_tv_debate_what_did_twitter.html 
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vowels in English and determine the sound or the pronunciation of the letter. In 

Arabic, it is interesting to note that almost all words are derived from a specific root 

which is a composition of constants. Roots are generally categorized into three or 

four major letters called radicals [18]. 

These basic specific characteristics introduce challenges in the Natural Language 

perspective; therefore, it needs different techniques by researchers  to accomplish a 

better comparable performance level to what has been accomplished in other 

languages, such as English. 

There are three main kinds of Arabic, these are Classical Arabic (CA), Modern 

Standard Arabic (MSA) and Dialect Arabic (DA). The oldest version of Arabic is the 

CA, which has been used since the earliest ages of the Arab nation. The MSA is 

regarded as the formal and academic Arabic language, which is used nowadays in 

written books and intellectual materials.  The DA is a kind of colloquial language 

(street form) which differs from region to region, based on the culture in that region 

[19].  

The reason behind choosing Arabic over English in students’ feedback in DA within 

this research, is to make them comfortable in expressing their opinion by using full 

meaning of feeling explanation. Using English in our sentiment may cause our 

students to utilize trivial or inappropriate words.  

However, Arabic language has many additional challenges for natural language 

processing, as illustrated by these points: 

- A given root can take a few forms relying upon the context, for example ( ،بون یح أحبُ 

 (أحبو، تحب

- Arabic has a variety of diacritics; depending on absence or presence of such 

diacritics, words can have totally different meanings. For example, “school” ”َدرْسَة م  ” 

and “teacher” “مدرسة”, both, when written without diacritics “ سةمدر ”, can be read as 

the same word. 

- Words of negation, which can be used to negate present or past tense verbs, change 

the verb meaning to the exact opposite. e.g. لم اعجب بھذا الكتاب  . “I didn’t like this 

book.” 
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2.9 Sentiment Analysis in student feedback 

 

Sentiment analysis has been carried out in the education domain. Typically, this 

approach has gathered the opinions of students through social networking, to 

improve the level of feedback and hence education. Models have been applied to 

monitor the performance of students, as well as trying to understand how students 

benefit from the lecturer [20]. When you combine education and sentiment analysis 

together, education can be improved by saving time to analyse feedback in real-time, 

rather than at the end of the semester. Students can use any method (e.g. open-ended 

text responses to questionnaires, SMS, and social media) to express their opinion 

about the lecturer or some topic in the lecture, e.g. if it is difficult to understand. By 

finding out students’ opinions over time periods, the lecturer can change teaching 

technique according to the results. 

In general, by analysing the sentiment in the text, it can help the teacher to also 

understanding the student more deeply. The student can express his/her opinions in 

short phrases or words. The student’s feedback can be taken at any time in the 

lecture, but there will also be time points chosen by the lecturer as he moves from 

one topic to another. 

The lecturer can change the way the lectures are presented depending on the 

sentiment levels and trends. For example, if students have a negative average 

sentiment towards a lecture, then after deeper analysis, changes can be made. It is 

possible for the lecturer to put more examples in the next lesson to make students 

understand better. However, it may be a one off and the lecturer does not have to 

respond to every negative review. Some parts of a course are hard, but over time a 

fuller understanding will hopefully emerge. 

After obtaining the results, they can be verified with discussions to make sure 

sentiment analysis has reflected reality and achieved success in the education area. 
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Figure 4 SA students feedback system 
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CHAPTER 3 

 

THE EMPIRICAL WORK 

 

 

3.1 Implementation 

 

In this section, we will show how to apply the text processing and lexicon based 

approach. The diagram of our system architecture is shown in Figure 5. 

 

 

Figure 5 System Architecture 

 

3.2 Programming Frameworks 

 

This section is intended to give a brief overview of the programming languages, 

principle libraries and environments that used to implement this research. 

 

 

3.2.1 Hardware Platform 
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All processes have been implemented on the Mac OS version 10.11.3 (15D21) with 

processor core i5 and ram 6GB. 

 

3.2.2 RapidMiner 

 

RapidMiner is one of the best tools in data mining. “RapidMiner is the world wide 

leading open source and business source8 data mining solution. It is a java-based data 

mining library and environment[21]. RapidMiner has a graphical user interface 

(GUI) which allows access to the algorithms and results, where the user can design 

his/her model through drag-and-drop operations, without writing any code. Text 

mining is one of the most important extensions that has been added to RapidMiner, 

so there are operations for tokenization, remove stopwords, and stemming, etc. The 

main reason for our choice of RapidMiner is that it supports the Arabic language. 

 

3.2.3 Python 

 

After considering all the possible options, we decided to choose Python 39, because 

Python can handle natural languages well and in particular strings.  Python supports 

libraries that provide natural language processing tools, which we need in this thesis 

 

3.2.4 NLTK and Scikit 

 

The NLTK10 and Scikit-learn11 are the most important tools used in the 

implementation of this project, and worth mentioning when using these tools to write 

the code, it will facilitate and shorten the time of writing code. We used these 

libraries for preprocessing, in particular NumPy12 and Pandas13. 

3.3 The Data 

                                                
8 https://rapidminer.com/the-core-of-rapidminer-is-open-source/ 

9 http://www.python.org/ 

10 http://nltk.org 

11 http://scikit-learn.org/stable/index.html 
12 http://www.numpy.org/ 

13 http://pandas.org/ 
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In this project, we generated our dataset by collecting students’ feedback using the 

FluidSurvey14 website. FluidSurvey questionnaire is a system designed to interact 

with people, whose views are sought, without the need for installing software on 

their PC. It performs the following tasks: feedback forms, building questionnaires 

directly through the Internet, evaluations and calculating survey results. 

We collected data from two courses in one semester, by posting the questionnaire 

link to students via email. We have to ask two questions in the survey about students 

satisfaction about the lecture and lecturer, students wrote their comments and 

opinions in the text box. As shown in Figure 6. 

 
Figure 6. FluidSurvey questionnaire 

We also collected data manually from the students by distributing a paper 

questionnaire at the end of each lecture.  

3.4 The Preprocessing 

                                                
14 http://fluidsurveys.com/ 
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After collecting the data from the students, it must be preprocessed before starting 

the sentiment analysis. 

We will explain in detail all steps at this process, as shown in Figure 7. 

 
Figure 7. Preprocessing operation 

 

3.4.1 Tokenization 

 

The NLTK libraries offer a number of tokenization functions such as 

TreebankWordTokenizer, WordPunctTokenizer, PunctWordTokenizer and 

WhitespaceTokenize. These divide documents into sentences and divide sentences 

into words and divide words into letters depending on tokenization functions type 

[1]. In our project, we used word_tokenize for dividing the sentences to words, 

because the data type is a sentence, as shown in this example. 

>>> from nltk.tokenize import word_tokenize 

>>> word_tokenize(‘Hello World.’) 

The output is <<<“Hello” , “World”. 

 

3.4.2 Remove StopWords 

 

StopWords is a set of words that are excluded during the preprocessing of data 

(texts). These words appear in the text repeatedly, such as (in, from, to, ...) and it is 

advisable that they are ignored and not indexed, in order to improve the accuracy. It 

is important to note that when you delete stop-words, it does not affect the sentiment 

of the sentence. The Arabic stop words list is (  ، من ،  في ، على ، و ،  یا ، عن ، مع  ،ھو ، ما

اللي ، كل ، بعد ، ده ، الیوم ، أن ، یوم انا ، إلى ، كان ، ایھ ، اللى ،  دي ، بین ، انت ، أنا ، حتى ، لما ، فیھ ، 

 (.…etc, ھذا ، واحد ، احنا ، اي ، كده ، او ،  علیھ ، ف ، مین ، الي ، كانت ، أمام ، یكون ، خلال

In our project we used function get _stop_words ( 'arabic') and stopword.remove() 

from the nltk library to remove the Arabic stopwords. 
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3.4.3 Normalization 

 

Normalization is important for the Arabic language because it contains a lot of 

diacritics, unlike the English language. Normalization is the process of replacing 

similar letters (letters interchangeable) with one of these letters, as well as deleting 

the symbols from the sentences. In our project we put these conditions to work on the 

normalization of our data.  

1. Remove any punctuation from the string such as (. “” ; '). 

2. Remove any diacritics (short vowels) such as ( ◌ ُ◌ ◌ ً◌ ). 

3. Remove non-letters from the word such as (+ = ~ $). 

4. Replace “ إ”,“أ†”, and “ آ” with bare alif " ا" regardless of position in the word. 

5. Remove Tatweel “ †” (for example, using Tatweel the word “ آتب†” may look like 

 آتب". "

6. Replace final “ ى” with " ."ي 

7. Replace final “ ة” with “ . ”ه 

8. If a word starts with “ ء” then replace it with “ .”ا 

9. Replace “ ٶ” and “ ؤ” with “ .”و 

10. Replace “ ئ” and “ ىء†” with“ 15 ] ”ي†]. 

 

3.4.4 Stemming 

 

Stemming is the process of removing all prefixes and/or suffixes of the words to 

produce their root. Table 1 and 2 [21] show the Arabic prefixes and suffixes. It 

reduces the impact of the pattern difference and the shape difference of the Arabic 

words. It also contributes in decreasing the required size to store the words in 

indexes. Stemming is a mathematical method of gathering all the words that share 

the same origin and have some semantic relations. Arabic stemming algorithms are 

classified according to the required level of analysis: based on origin or based on the 

root [22]. In our project we used the Information Science Research Institute's (ISRI) 

Arabic stemmer. The reason for our choice of ISRI stemmer is that the design of 

ArSneL (Arabic Sentiment Lexicon) uses ISRI to get the root of the words, so we 

used it to facilitate the matching process between ArSneL and our data. 
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Prefixes Meaning Example 

ب  with, in, by  بالسیارة  

ك  same as كالدخان  

س  will ساذھب  

و  and  ورجالھم  

ال  the  والنساء  

أ  question mark أأكلتم  

ف  then  فذھبوا  

ل   because, to لتنام  

 

Table 1 Arabic prefixes 

 

Suffix  Derivative Meaning Example 

ین   Singular female تلعبین  

ان    male dual یلعبان  

و  Plural male ینمو  

ه  Singular female ضربتھ  

ك  Addresser singular masculine ضربك  

ا   male dual أكلا  

ي  Singular female أكلتي  

ن  Plural أكلن  

ت  Singular female أكلت  

ات  Female plural لاعبات  

ون  absent male plural  یلعبون  

وا   absent male plural  أكلوا  

تم  addresser male  تمأكل  

ھم  absent male plural  ضربھم  
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كم  addresser male  ضربكم  

 

Table 2 Selected Arabic suffixes 

 

3.4.5 Buckwalter 

 

Buckwalter 15[23] is a system designed to represent the Arabic language characters 

on the computer, in standard encoding. The Buckwalter transliteration has been used 

in many applications for natural language processing for the academic and 

commercial purposes. It is designed and developed by the Linguistic Data 

Consortium16. The Buckwalter transliteration is a strict conversion tool for Arabic 

characters (one-to-one) to ASCII characters.  

In our research, we have built a script in Python to convert the Arabic characters into 

ASCII symbols following the buckwalter method (see Table 3 [23]). We did this 

because Python neither supports Arabic characters nor handles it like English 

characters. The other reason is that the ArSenL dictionary is written in Buckwalter 

translation. 

Letter                Description Buckwalter 

ء   Letter Hamza  , 

آ  Letter Alef, Madda above | 

أ  Letter Alef, Hamza above > 

ؤ  Letter Waw, Hamza above & 

إ  Letter Alef, Hamza Below < 

ئ  Letter Yeh, Hamza above } 

ا  Letter Alef A 

ب  Letter Beh b 

ة  Letter Teh Marbuta p 

ت  Letter Teh t 

                                                
15 http://www.qamus.org/transliteration.htm 

16 https://catalog.ldc.upenn.edu/LDC2010L01 
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ث  Letter Theh v 

ج  Letter Jeem j 

ح  Letter Hah H 

خ  Letter Khah x 

د  Letter Dal d 

ذ  Letter Thal * 

ر  Letter Reh r 

ز  Letter Zain z 

س  Letter Seen s 

ش  Letter Sheen $ 

Table 3 A selection of Arabic language characters and their Buckwalter 

correspondence 

 

3.5 Arabic Sentiment Lexicon (ArSenL) 

 

The main resources to build the ArSenL are Arabic Word-Net (AWN), English 

WordNet (EWN), SAMA and English SentiWordNet (ESWN),shown in Table 4. 

There is no direct Arabic Sentiment lexicon. There are however English Sentiment 

lexicons. For this reason ArSenL gets its sentiment from the English version, but 

ArSenL obtains the sentiment of Arabic words from the English lexicon that 

corresponding to Arabic words. We will explain each resource as follows. 

 

Lexicon  Language Sentiment #Lemmas 

 AWN  Arabic No ~7K 

 EWN  English No ~120K 

 SAMA  Arabic-English No ~40K 

 ESWN  English Yes  ~120K 

 ArSenL   Arabic Yes 28,760 
Table 4 The main resources  contributing  to the ArSenL database 
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3.5.1 English WordNet (EWN) 

 

WordNet is a classified and categorized database of words. The parts of speech such 

as: nouns, verbs, adjectives and adverbs are logically grouped into sets of synonyms, 

antonyms and part of speech tags.. English version of WordNet is one of the most 

important tools used in the natural language processing (NLP) for the English 

Language.  

 

3.5.2 Arabic WordNet (AWN) 

 

Arabic WordNet (AWN) [24] is a collection of Arabic words that is built on English 

WordNet. 

 

3.5.3 Standard Arabic Morphological Analyzer (SAMA) 

 

Standard Arabic Morphological Analyzer (SAMA ) [25] considers each Arabic word 

token in all possible prefix-stem-suffix segmentations, and lists all known/possible 

annotation solutions, with assignment of all diacritic marks, and all Part-of-Speech 

(POS) labels and glosses for each morpheme segment. As shown in Table 5. 

 

Orginal 
Buckwalter 

translation 
Segmentaion Part-of-speech Synonym 

مثال   mivAl mivAl + u  NOUN+ 
CASE_DEF_NOM 

example/model  

لبعض  libaEoDi  li + baEoD + i   PREP + 
NOUN_QUANT + 
CASE_DEF_GEN 

for/to + some, a 
few, little, part 

حرف  Harof Harof NOUN Latter 
 

Table 5 The SAMA examples 

 

3.5.4 English SentiWordNet (ESWN) 
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English SentiWordNet (ESWN) is a large-scale sentiment lexicon for English 

language. Each word in EWN appears in ESWN. All the words in ESWN have three 

sentiment scores : positive, negative, and  neutral, whose sum is equal to 1, for 

example, the word (love ) has sentiment score (1, 0, 0) [26]. Other words are not so 

definite such as ‘well’ which has a score  (0.7,0.1,0.2) 

 

3.5.5 Arabic WordNet-based Approach 

 

For Arabic, the approach follows two steps: mapping SAMA to AWN and mapping 

AWN to ESWN. The mapping between AWN and SAMA gives us the correct 

lemma forms for the words in AWN and the mapping between AWN to EWSN gives 

us the sentiment scores. We can refer to the resulted lexicon as ArSenL-AWN. In 

this way, we show how the ArSenL is built. More details are in Barado et al  [27]. 

In our research, we added some normalization to the ArSneL, such as removing all 

the diacritics (marks on the base letter) from the dictionary. The reason for this is that 

all the students’ feedback was written without diacritical marks. To make a matching 

between the ArSneL and the students feedback, after implemented the preprocessing 

operation on it . 

 

3.6 Calculating the Sentiment Score 

 

After executing the previous operations, we want to find the sentiment of an input 

sentence. The system sends word by word to the ArSenl where a matching process 

takes place against its list of words. If the matching hits, then we retrieve the positive 

and the negative value and store these values.  This is repeated for each word in the 

sentence. In the case where there is no match, we ignore the word. After fetching the 

positive and negative values for all the words in the sentence and storing them, we 

sum the positive values across all the words to get the score, and likewise for the 

negative ones. Eventually, if the total score of the positives is greater than the 

negatives, the sentiment is considered positive and vice versa. We have also stored 

the negation constructs in the Arabic language such as ( لیس، لا ، لم….). If one of the 

negation constructs shows in the sentence, we will invert the positive and negative 
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values (replace the positive instead of the negative and the negative instead of the 

positive) for the word that comes after the negation. 

 

3.7 The summary of empirical work 

 

• Input the students' feedback.  

• Split sentences to words by tokenization and remove stop words. 

• Implemented the normalization and stemming on texts. 

• Applied the Buckwalter method. 

• Get word polarity score from ArSenL. 

• Compute sentence polarity from word polarities. 

• Obtain results for students' feedback. 

 

  



 29 
 

 

 

 

CHAPTER 4 

 

RESULTS 

 

 

In this chapter, we present the Arabic sentiment analysis results for student feedback 

using Python language built in the RapidMiner platform. Due to the difficulty of the 

Arabic language that was collected from students, we used Buckwalter translation to 

convert to ASCII characters from Arabic ones. Also, we utilized ArSenL to calculate 

the score of sentiment as mention previously. 

We also sent our data to the Indicoio and Repustate companies to compare our 

results with these companies. 

We divided our experiment into four parts as follows. 

1. Apply Preprocessing operations on our data. 

2. Obtain sentiment score. 

3. Compare our results and the companies’ results. 

4. Display final results for two courses on excel graph. 

 

4.1 Apply Preprocessing operations 

 

At the first stage, we loaded our data into RapidMiner and then this data was passed 

to a Python library to apply the operations Tokenization, Remove stopwords, 

Normalization, Stemming and Buckwalter.  

Tokenization splits the sentence to words, while Remove stopwords removes any 

word that has no effection on the meaning of the sentence like prepositions as in the 

Table 6 below: 
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Table 6 Results of Tokenization and Remove stopwords 

 

On one hand, the diacritics are removed by the Normalization, on the other hand, 

Steamming returns the word to its root. Table 7 shows the results of the 

Normalization and Stemming: 

 
Table 7 Results of Normalization and Stemming 

 
Buckwalter literally translates each Arabic letter to its mapping English alphabet. 

This is shown in Table 8. 



 31 
 

 
Table 8 Results of Buckwalter 

 

4.2 Obtain sentiment score 

 

We applied our method to calculate the sentiment score. There are two scores 

positive and negative for each sentence. The sentence appears as positive if the 

positive score is greater than the negative score and vice versa. As we can see in 

Tables (9) and (10) 
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Table 9 Sentiment scores 

 

 
Table 10 Sentiment scores 
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4.3 Compare our results with the Indicoio and Repustate companies 

 

We also sent our data to Indico and Repustate companies that are interested in the 

text analysis. Indico and Repustate companies have a function called Sentiment, this 

function has three arguments (data, api_key and language). The output of the Indico 

system returns a number between 0 and 1, if a value greater than 0.5 indicate to 

positive sentiment, if the value less than 0.5 indicate to negative sentiment. The 

output of the Repustate system returns a score range from -1 (negative) to 1 

(positive) with a score of 0 being "neutral". When we compare our results with the 

companys’ results, we can see our results are more realistic. We determine ground 

truth by manual inspection of the sentence and just reading them to determine 

sentiment. Sentences such as 6 and 10 appeared in our results positive and negative 

respectively while the same sentences appeared in these companies opposite way, as 

shown in Table 11. 

 
Table 11 Indico and Repustate results 

 

4.4  Display final results for two courses in Excel  

 

Our data consisted of two courses, Web Analytic (WA) and Management 

Information System (MIS) in one semester. The WA had four students and the MIS 

had five students. We reported the maximum and minimum scores for each week and 

calculated the average also. These three points (maximum, minimum and average) 
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were inserted into an Excel sheet and each course was plotted over time, as in the 

figures below. 

 
Figure 8 Final results for MIS course 

As we saw in the previous figure, we got one average value for just one week that 

equals to -0.009. this avrage can be considered as a neutural score because it is so 

close to the value of 0 (neutural value). This is also applied to the week number four 

(23/2/2016) in the next figure. 
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Figure 9 Final results for Web Analytic course 
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CHAPTER 5 

 

CONCLUSIONS 

 

 

Based on the outcome of system tests and analysis, it can be concluded that the 

sentiment results using a lexicon-based approach for the Arabic language, is able to 

classify sentiment into positive and negative.  

Our results are very realistic. We used the ArSenL dictionary to find the sentiment 

score. We conclude from the sentiment graphs that variations in the curve during the 

course, is as a result of the different level of difficulty or ease of lecture and lecturer. 

The graphs are plausible because there is no curve out of range over time of every 

week of the semester. We found for example that the curve during a midterm exam 

or some difficult lectures moved down and during some periods of time increased. 

Our data that was collected from students seemed normal because it ranged between 

the positive and negative depending on the level of the lecture.  

We compared our results with two tools the Indicoio and Repustate to verify results. 

We found the Indicoio and Repustate accuracy is not always accurate as we have 

seen Arabic sentences positive, but in Indicoio and Repustate they showed the 

opposite. The system could be improved in many ways. (1) Making our work as a 

website instead of installing the application on the computer we can reach it online to 

make it available for everyone as well as to get results in real time. (2) Using 

supervised learning we can make comparison between these two approaches. (3) 

Designing a Web page that has some audio recording tools that allow students to 

recording their voice to express their opinion and translate this audio to text. (4) We 

can address repeating the letter more than ones to Identifying the meaning or feeling 

(A typical style found in casual channels) for instance, جداااااااااااااااااا in MSA can be 

written as جدا. Extremely or too much is its meaning 
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