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ABSTRACT 

Analysis of machine learning-based spam filtering techniques 

 

NAZLI, Nazlı 

M.Sc., Department of Computer Engineering  

Supervisor: Prof. Dr. Erdoğan DOĞDU 

                               Co-Supervisor: Assist. Prof. Dr. Roya CHOUPANI 

 

February 2018, 79 pages 

 

In this thesis, automatic spam e-mail detection problem is examined. Some existing 

machine learning algorithms are tested on an open dataset and the results are 

analyzed. The methods we developed have been implemented using machine 

learning and text classification techniques. We have used different data sets to 

develop and test the methods. The proposed methods for solving the problem are 

based on using weighted TF-IDF, SciKit Learn and Word2Vec vectorization. We 

developed and used vector representation methods for email text and then used 

supervised machine learning algorithms to classify emails as spam or ham. We used 

WEKA software tool to apply machine learning classification methods on vector 

representations of email. For classifications, we used the algorithms Support Vector 

Mechanism SVM (POLY), SVM (RBF), Naive Bayes, Bayesian Networks, J48 and 

Random Forest algorithms. We compared and analyzed the results we obtained from 

the classification methods. Our results show that the Word2Vec vector and the SVM 

(poly) algorithm perform better with 98.33% spam detection accuracy for 300 email 

data set. 

Keywords: Spam emails, Machine Learning, Supervised Learning, SVM (RBF, 

POLY), Naive Bayes, Bayesian Networks, J48, Random Forests. 
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ÖZ 

 

Makine öğrenme tabanlı spam filtreleme teknikleri analizi 

NAZLI, Nazlı 

Yüksek Lisans, Bilgisayar Mühendisliği Anabilim Dalı 

Tez Yöneticisi: Prof. Dr Erdoğan DOĞDU 

               Eş - Tez Yöneticisi: Yard. Doç. Dr. Roya CHOUPANI 

 

Şubat 2018, 79 sayfa 

  

Bu tezde, otamatik spam eposta filtreleme problem çalışıldı. Bazı varolan makina 

öğrenme algoritmaları açık bir veri seti üzerinde test edildi ve sonuçlar analiz edildi. 

Geliştirilen metotlar makina öğrenme ve yazı sınıflandırma teknikleri kullanılarak 

geliştirildi. Değişik veri setleri ve test metotları karşılaştırıldı. Ağırlıklı TF-IDF, 

SciKit Learn tabanlı ve Word2Vec vektörizasyonu kullanarak problem çözüm için 

metotlar geliştirildi. Eposta yazıları için farklı vektör gösterim metotları geliştirildi 

ve denetimli makina öğrenme algoritmaları ile epostalar spam veya ham olarak 

sınıflandırıldı. WEKA yazılım aracı kullanılarak epostaların vektör gösterimleri 

üzeride makina öğrenme sınıfladırma metotları uygulandı. Sınfılandırma için Destek 

Vektör Mekanizması SVM (POLY), SVM (RBF), Naive Bayes, Bayesian Ağları, 

J48 ve Rastgele Orman algoritmaları kullanıldı. Sınıflandırma yöntemlerinden elde 

ettiğimiz sonuçları karşılaştırdık ve analiz ettik. Sonuçlarımız Word2Vec vektörü ile 

SVM (Poly) algoritmasının 300 e-posta veri kümesi için 98.33% spam algılama 

hassasiyeti ile en iyi performansı göstermektedir. 

 

Anahtar Kelimeler: İstenmeyen e-postaları, Makine Öğrenme, Denetimli Öğrenme, 

SVM (RBF,POLY), Naive Bayes, Bayesian Ağları, J48, Rasgele Ormanlar. 
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CHAPTER 1 

INTRODUCTION 

Worldwide e-mail usage in 2015 is estimated to be about 2.6 billion, and in 2019 it is 

expected to be over 2.9 billion. The number of e-mails sent and received daily in 

2015 is over 205 million. These figures show an average increase of 3% per annum 

and this study informs that 246 million mail will provide daily flow until the end of 

2019 [1]. The primary aim of this study is developing a spam filtering technique 

based on machine learning analysis. Our research has shown that the increase in the 

use of the Internet is directly proportional to the increase in the infiltration of 

malware into systems. Spam emails, which are also called phishing emails, have 

become increasingly common. It is difficult to detect or prevent phishing attacks. 

Even the experienced or careful users in this regard may be the subject of these 

attacks. Attackers copy their known pages or make a few changes in their own way 

to make unreal web pages and emails. In the United States, online payment systems 

are quite common and have become widespread in spam (phishing) e-mails. In June 

2001 E-Gold attack with no measurement was carried out. In the last quarter of 2003, 

hundreds of addresses were recorded in the appearance of legitimate sites such as 

phishing eBay and PayPal. These fake sites, which escape the attention of users, are 

very similar to their realities. In fact, PayPal or eBay has used a fake email worm 

program to access their accounts. As a result, site users, who were victims, were 

seized by this system under the name of updating all their information by being 

directed to a fake site [2]. Many companies in the US lose millions of dollars a year 

due to cybercrime. Cybercrime puts in danger of more than 130 million user 

accounts, and many companies such as PayPal and eBay suffered from it [3]. Users 

cannot tell in general easily the difference between real or attacker-organized emails. 
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Attackers are making use of many different kinds of fraud methods since the 

beginning of internet and the Web. Measures can be taken against these attacks. 

There are many ways to prevent these attacks.  

In this thesis, we have examined some of the methods implemented by machine 

learning algorithms on spam detection and filtering. Machine learning methods are 

divided into supervised learning (SL), unsupervised learning (USL) and semi-

supervised learning (SSL).  First, in “Supervised Learning” all data are labeled and 

the method undergoes a learning process from the training data set. The algorithm 

learns to guess its output from the input data. Second, in “Unsupervised Learning” 

the data is unlabeled, and it is learned from the input data by using the algorithm’s 

modeling method. Thirdly, in “Semi-supervised Learning” some data are labeled, but 

most of them are unlabeled since labeling is expensive and time consuming. So this 

method uses a mixture of supervised and unsupervised techniques. [4]. 

In this thesis, we studied and used supervised learning methods. There are many 

different algorithms in this approach. Some of the most popular and successful ones 

are for example, Support Vector Machine (SVM), Naive Bayes, and J48. We used 

some of these methods in our tests. And, we obtained different results with different 

methods and test datasets. 

1.1 Background 

This section focuses on identifying the research area and scope. Nowadays, the 

measures taken with the increase of the cyber-attacks are growing. Many fraud 

schemes can easily acquire personal information and credit card information over the 

Internet. In a work done in 2011, statistics show that 40% of all emails are spam. 

Spam traffic care reaches about 15.4 billion e-mails a day and can cost internet users 

$355 million a year in costs related to damages and loss of work [5].  

On the other hand, the Statista Global Consumer Survey investigated the interaction 

of consumer behavior with products. In a study conducted by Kaspersky Lab in 

March of 2016, more than 22 million malicious spam was detected [6]. There are 

many systems developed to prevent this.  
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We aim to prevent spam emails by developing a detection system, using machine 

learning (ML) algorithms. We compared and analyzed the results from different ML 

algorithms that are commonly used in this area. 

A detailed description of our methods is presented in the remaining sections. For 

better analysis, we discuss the methods for analyzing the emails first. Our approach 

is to analyze the text in emails only, instead of all other data such as images, links, 

attachments, etc. since they require much more complex learning methods. We 

therefore chose a simple method for email classification.  

We also concentrated on email representation as digital data in the form of feature 

vectors. We tried three different vector representation methods.  

1.2 Problem Statement 

It is known that, the APWG Cryptocurrency Working Group regularly publishes 

about the attacks. It has a structure updated by MarkMonitor. According to APWG, 

in the 2nd Quarter of 2017 the number of unique phishing websites detected has been 

increasing day by day [7]. In the 3rd Quarter of 2017, it was the trend report shown 

us, this increase continues and the number of detected phishing emails during the 

period was 190,942. Although the number of detected sites is lower than the previous 

one, the phishing reports for the second quarter are 273,395 while the number of 

phishing for the third quarter is 296,208. In fact, 54,631 different sites were detected, 

but HTTPS protected four of them [8]. In our study, we used machine learning 

techniques to detect spam emails. We used some data sets containing clean (ham) e-

mails and phishing (spam) emails. One of our data sets includes 10k ham and spam 

email samples. These attacks aim to steal the passwords of users, social security 

numbers of account numbers, or personal information. Attackers send e-mails to 

users in various ways. Figure 1, shows a scenario of the phishing email life cycle 

where an email is sent to an email receiver and that a user clicks on a phishing URL 

via this post and that the web site is displayed and then the victim enters the 

information into the system [9]. 
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Figure 1-Life cycle of phishing email [9] 

The stolen information may belong to reputable financial institutions, business 

associations or known organizations. The organizers of these attacks work 

systematically and first collect the email addresses of the users. Then they attack 

these addresses with fake accounts. These spam mails are spreading very quickly, 

and an urgent precaution should be taken when this danger is taken into 

consideration. This measure must be fast and robust.  

Non machine learning techniques divides mails into three parts: blacklist and 

whitelist, signatures and mail header checking [10].  But many methods are costly 

and take a long time. There are often studies in which content-based approaches are 

made. When we think of billions of email traffic on the internet, we need to make a 

faster and more robust classification to catch phishing mails. We need to perform the 

process in a limited time to analyze the results of this classification process. So we 

investigated the fast algorithms needed to solve this problem in our research.  

We have achieved some success with some sorting methods that we have identified. 

The methods used for SVM (Classification) are very effective and distinctive. The 

Machine Learning techniques used here are from three classes: AdaBoost, Naive 

Bayes and Support Vector Machines. We especially considered SVM classifier in 

this study. This classification was studied as supervised learning and studied in two 

groups. SVM plays an important role in kernel selection.  
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SVM is the most important algorithm of data mining. It gives more successful results 

than many techniques. So we preferred this method with single variable variance 

analysis. The most successful kernel function has been proved to be a RBG radial-

based function and other one is POLY polynomial function. Bayes network is a 

learning model. In other words, each node of a row tree uses the child nodes of the 

parent row. Naive Bayes is the same of Bayesian probability function. These 

algorithms are WEKA's classification algorithm. Weka is implemented in java using 

j48 C4.5. The last method is Random Forest algorithm. Spam and ham mails from 

the Enron datasets was arranged and separated, and added to the system in separate 

files.  

The implementation is done using Python language. Then, the words in emails were 

parsed and the words in the content were separated and the development made on 

them. Firstly, we used the document frequency TF-IDF (Term Frequency - Inverse 

Document Frequency) method to calculate the weight, and obtained vectors as much 

as the data sets used [11]. These data sets were then processed with SciKit-learn. 

Success rates obtained were added to the table. SciKit-learn is a machine learning 

software used with Python programming languages [12]. Support vector machines 

have various classification, regression and clustering algorithms such as random 

forests, k-means. NumPy and SciPy work with numerical libraries. Finally, the 

google Word2Vec library was used [13]. It includes libraries such as Gensim, 

NumPy. Vector creation process was done with Gensim. The results obtained were 

then processed using Weka. 

1.3 Contributions 

In this thesis, our contributions are as follows: 

 An open dataset, Enron email dataset, is parsed (for body and subject) and 

sampled into a number of datasets of varying sizes with equal spam and clean 

email counts for testing different ML algorithms for spam detection.  

 Three different vector representation methods for email text are performed on 

the test datasets. 

 Different ML algorithms are then applied on vector representations of email 

text in all test datasets, and the results are analyzed and reported in this thesis. 
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1.4 Thesis Organization 

This thesis is divided into five chapters. The chapters cover all researches that we 

conducted to obtain an analysis of machine learning-based spam filtering techniques, 

and all the results obtained are examined as described below. 

Chapter 1 is an introduction and background for Spam filtering based on machine 

learning and objectives of this thesis. This chapter also includes problem statement 

and our contributions.  

Chapter 2 explains the related work for spam detection algorithms and machine 

learning methods.  

Chapter 3 presents the data representation methods we developed and used for email 

text. We also present the method for email classification. 

In Chapter 4, the experiments of our methods in relation with the data sets, tools and 

results are presented. We also present the results of our test and analyze them. 

Chapter 5 concludes and presents the future work in this area.  
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CHAPTER 2 

RELATED WORK 

In this part of the thesis, the other studies are reviewed on the analysis of spam 

filtering based on machine learning algorithms. We have studied the work done in 

this section depicting our position under the name of two titles. These titles are 

related to machine learning methods and spam detection algorithms. This part helped 

us find answers to the questions: What methods better suit our application? And, how 

can we get better results?  

 

In this research, we mostly used Google Scholar and searched for articles and theses. 

We have searched for "Spam emails filter”, "Spam e-mail detection", "Spam e-mail 

classification and analysis with machine learning", "Analysis of machine learning-

based spam filtering techniques" as search keywords. We made choices by 

specifying a working method. We received articles from the universities' electronic 

libraries.  

 

To answers the above questions, we have created a taxonomy table (Table 1). In the 

research that we made, we classified the studies in the literature. The methodology of 

the studies done, the algorithms used, the data sets used, and the success rates. 

 

  



8 

 

Table 1-Spam Detection Literature Taxonomy 

Algorithm Data Sets Highest 

Success Rate 

References 

Bayesian 

Net 

CSDMC2010, Spam Assassin, 

and LingSpam,1171 raw 

phishing emails and 1718 

legitimate emails 

85.45% [14], [15] 

Naive 

Bayes 

Discretized , RUL:6000 

emails with the spam rate 

37.04% 

99.46% [11], [14], [16], 

[17],  [18], 

[19], [20],  

SVM 1171 raw phishing emails and 

1718 legitimate emails, 

Discretized , RUL:6000 

emails with the spam rate 

37.04% 

96.90% [11], [14], [15], 

[16], [17], [20], 

[21], [22], [23], 

[24], [25], [26], 

, [27], 

J48 4601 messages:1813 (%39)  

by Hopkins et al as spam, 

others are Legal messages by 

Forman. 

92.6 % [28], [29] 

Random 

Forest 

4601 messages:1813 (%39)  

by Hopkins et al as spam, 

others are Legal messages by 

Forman. 

93.75% [16],[28], [30] 

2.1 Machine Learning Methods 

There are some research works that applied machine learning methods to spam email 

detection. In the following we provide a brief description of a few spam filtering 

techniques. 

In [17], the authors proposed a spam detection algorithm based on Machine Learning 

approach. They used the Cumulative Weighted Remainder (CWS) concept because 

they wanted to attain a higher rate in detecting spam mails, and the method could 

detect most of the unwanted mails. They provide accurate and dynamic filtering for 

emails.  
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In addition, it uses User-based Learning Algorithm (UMLA) based classifiers and 

Support Vector Machines method, Naive-Bayesian, and Decision Tree algorithms. 

There are data sets with 1000 email used in their research.  

These data sets play an important role in improving spam filtering performance, 

obtained by testing techniques on data clusters with different criteria. The results are 

88% false positive, false positive 8%, false positive compared to the selected data 

set. 8%, and true negative is 97.3%. The accuracy of the algorithm based on the 

matrix technique is 95% of the total accuracy. 

In [20], the authors proposed the application of the most popular machine learning 

methods (Bayesian classification, k-NN, YSA, SVMs, artificial immune system and 

Rough sets) for spam e-mail classification. The methods they use are: Artificial 

Neural Networks classifier, K-nearest neighbor classifier method, Naïve Bayes 

classifier, Support Vector Machines classifier, Artificial Immune System classifier, 

and Rough sets classifier. They explain all of use algorithm in their work. The results 

of their works:  

➢ Ham mails train set: 2378, test set: 1400 

➢ Spam mails train set:  1398, test set: 824 

➢ 100 features are selected to measure the performance of 6 algorithms. 

➢ The evaluation metrics are Spam Recall, Spam Precision and Accuracy. 

➢ Best solution Spam Recall values:  98, 46% of Naive Bayes algorithm. 

➢ Best solution Spam Precision values: 99, 66% of Naive Bayes algorithm. 

➢ Best solution for Accuracy values: 99, 46% of Naive Bayes algorithm & 97, 

42% of Root sets. 

In this study, Naive Bayes and Root sets have yielded a more accurate and successful 

result. Therefore, they announced that hybrid systems have created a more successful 

spam filter. 
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In [25], the authors reported that a different kernel functions (linear, polynomial, 

RBF, sigmoid) have been implemented in the spam data set in one of the support 

vector machine (SVM) methods with different parameters as machine learning 

algorithm. The test, applied using different parameters, compares the SVM 

performance of all cores (linear, polynomial, RBF, sigmoid). We evaluated the spam-

based dataset to get good results. The results are shown in the table below. The 

results obtained with different train and test clusters using Iris data set with 3 classes, 

pen digit dataset with 10 classes, and News20 dataset with 20 classes. Their 

performance tested using LIBSVM tool with different SVM kernels: In linear kernel 

50% training set and 50% test set accuracy is 92.4381%.In polynomial kernel 40% 

training set and 60% test set accuracy is 78.3050%. In RBF kernel 90% training set 

and 10% test set accuracy is 87.2817%. In sigmoid kernel 90% training set and 10% 

test set accuracy is 66.5944%.  

2.2 Spam Detection Algorithms 

There are quite a few studies on spam detection topic. In the following we provide a 

brief description of a few spam filtering techniques. 

In [28], the authors examined tree algorithms, and methods and attribute 

optimizations related to data mining. Some of them are: Random Tree Algorithm, 

Extra Tree Algorithm, ADTree Algorithm, J48 Tree Algorithm, NBTree Algorithm 

and Random Forest Tree Algorithm. These are described in detail in the work and the 

applied process is added as a result with 58 features. 

In the work done with 58 attributes the results are: 

➢ Random tree: 90,65% 

➢ ADTree: 91,55% 

➢ J48: 92,6% 

➢ Random Forest: 93,75% 

➢ Extra Tree: 90,45% 

➢ Simple Chart: 91,9% 

Particle Swarm Optimization (PSO) and attributes 01-31 and 32-58. 
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Table 2-01-31 and 32-58 attribute accuracy and f-measure 

Attribute Accuracy F-Measure 

01-31 91,45 91,436 

32-58 76,50, 76,388 

Then the authors applied Gain Ratio algorithm. They conclude that Random Forest 

algorithm is a better classification than the other algorithms. 

In [30], the authors proposed an approach to improve the performance of SVM using 

different techniques. Support Vector Machines (SVMs) and Decision Trees (DTs) 

have performed very well in identifying spam emails and have stated that some 

features for classifiers such as SVMs, AdaBoost and Random Forests (RF) can also 

affect direct and F-Score performances. The data set they use is Enron data set. 

Feature elements are divided and processed into different sizes of 50, 100, 150, 200, 

250 and 300 for estimation. All characters are processed to stop word and stemming. 

Their results are firstly related to SVM, RF and AdaBoots with 6 folds cross-

validation. Then, 10 folds cross validation. 6 folds Bag of Words (BoW) and 

Information Gain (IG) have values ("1" or "0") are used for joint display. Using the 

RBF kernel function, with C = 10 and λ = 0.1. 10 folds SVM using the RBF kernel 

function, with the parameters C = 10 and λ = 0.1. 

Table 3-6 folds and 10 folds SVM, Random Forest and AdaBoost Algorithms 

Accuracy 

Folds \ Accuracy SVM (%) Random Forest (%) AdaBoots (%) 

6 Folds 89,02 95,11 93,57 

10 Folds 97,89 97,94 97,03 

In [31], the authors proposed an intelligent model for detection of phishing emails 

that is doing a feature separation with different email fragments that are bound to a 

preprocessing phase. Extracted features are classified using the J48 classification and 

are used with a total of 23 properties. Then ten times the cross validity is applied for 

training and testing. 
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It is claimed to be the best algorithm that can be used and the results are showing this 

model has 98.87% accuracy. In addition, the most commonly used random forest 

algorithm is using a tried and tested data set. This is where the success of the ten 

different classification algorithms is compared. 

In [32], the authors have made a research on performing well in perception of 

phishing. In the study, 600 subjects were used to collect data where the survey was 

conducted. For each participant, a total of 16 emails were randomly selected from 50 

phishing e-mails and original business e-mails. This helps both in behavioral 

decision making and in the advancement of theories in phonemic perception. Social 

cognitive theory, behavioral theories, motivation theory is a topic in which 

researchers continue to discuss judicial bias. Behavioral decision-making research, or 

simply manipulation of task difficulty, leads to over-reliance. 
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CHAPTER 3 

MACHINE LEARNING-BASED SPAM FILTERING 

The purpose of this chapter is to explain two machine learning based spam filtering 

methods. It is difficult to process and analyze very large amounts of data. Our goal is 

to increase the success rate in testing by learning with train data sets.  Machine 

learning methods have been developed for this purpose. We will explain the 

algorithms and methods we use in our work in this chapter. Analysis of the data in 

the process of data transfer is done with data mining and some applications are 

available nowadays. We can list them as handwriting / book reading, e-commerce, 

evaluating credit requests, gene micro analyses (eye reading, fingerprinting, face and 

voice analysis). We will first explain how to create three vectors that we have used. 

These are Weighted TF-IDF, SciKit Learn based, and Word2vec vector, respectively. 

We will then explain and analysis the algorithms we use to get the thesis results. 

Naive Bayes, Bayesian Network, SVM (RBF and Poly) kernel, J48 and Random 

Forest algorithms respectively. 

3.1 Data Representation 

In order to classify the spam traits, we had to translate the words in it into a 

numerical value. Thus, we could make a classification and similarity finding process 

using machine learning algorithms. In the literature research, vector creation process 

was applied to categorize the texts seen. This vector numerically represents the 

corresponding mails. We have developed a method using vectors and we have 

studied them in this thesis. We performed our work on the text parts of the emails. 

First we calculated the TF-IDF weight with the frequencies of the email terms.  
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Then we created a vector with TF-IDF, gradient boosting and the SciKit Learn 

library. Finally we used Word2Vec to get a vector. In this section the methods, 

algorithms and detailed explanations of our test methods have been given. 

3.1.1 Weighted TF-IDF Vectorization 

TF-IDF is a weighted factor that is a statistical calculation of the importance of a 

term in a document. We used this method to classify the words in the text. Stop 

Words can be used in filtering. Stop word is frequently used conjunctions, 

punctuation marks, lexical words and functional words. It means words without 

terms [33]. 

Term Frequency is used to calculate the weight of a term in a document. Inverse 

Document Frequency is used to find the number of repetition in more than one 

document, and to know if this is a term, such as "Stop Words".  For this, the absolute 

value of the TF-IDF logarithm is taken. 

TF-IDF = TF x IDF 

We did this calculation for ham and spam emails. We created a vector by taking a 

weight difference. Then calculate the wait for just a word in these documents. 

Our Weighting formula: 

W𝑖=Wℎ𝑖-W𝑝𝑖 

In this formula: 

 W𝑖 : calculate weight value. 

 Wℎ𝑖: ham emails weighting. 

W𝑝𝑖: phishing emails weighting. 

3.1.2 Gradient Boosting and TF-IDF using SciKit Learn 

We use SciKit-Learn to create vectors. SciKit-learn are a Python module used with 

machine learning algorithms for supervised and unsupervised problems [12].  

This program focuses on providing information to people who are not experts using 

the intended high level language of learning. It is based on ease of use, performance 

and documentation and requires the use of NumPy and SciPy. So it is a simplified 

academic as well as commercial tool.  
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Gradient boosting (XGBoost) is composed of extreme libraries. It is a library that 

allows multiple algorithms to work together better [34].  The main idea is developing 

a strong classifier by combining a set of weak classifiers. The assumption is the 

problem is a binary class and an odd number of weak classifiers are available. The 

problem is presented to these classifiers and the result is obtained by voting over the 

results of these weak classifiers. 

3.1.3 Word2Vec 

The skip-gram model learns a large number of high quality distributed vector 

presentations. Vectors have several extensions that improve both quality and 

training. With sampling of frequently used words, we can achieve a significant 

acceleration [35]. 

We can also learn more regular vocabulary. Tomas Mikolov and his colleagues say 

that it is possible to learn good vector presentations for millions of phrases [36]. 

We use their pre-trained vectors in Google News data sets to train (about 100 billion 

words). This model contains 300-dimensional vector for 3 billion words and phrases. 

These expressions were obtained using a simple data approach. We use archive data 

Google News including 1.5 GB data [37]. 

We got an error when we started our code. The reason is that Gensim allocates a 

large matrix to hold all word vectors, and python is 32 bits wide. This is calculating 

that: 

3 million words * 300 features * 4 bytes / feature = ~3.35 GB [37]. 

3.2 Machine Learning Based Classification 

In this section we present the machine learning algorithms we used for email 

classification. We explain all algorithms in this part in the following order: Naive 

Bayes, Bayesian Network, Support Vector Machine algorithms of RBF and POLY 

kernel, J48 and Random Forest algorithms. 
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3.2.1 Naive Bayes 

Naive Bayes name comes from the famous mathematician Thomas Bayes. The 

algorithm uses the Bayes theorem. It is a classification algorithm. In ML the 

algorithm refers to the same family of probabilistic theorem.  It assumes that all 

attributes are independent when the value of the class variable is considered. This 

classification is based on the simple probability principle. It contains frequency and 

data set value [38]. 

3.2.2 Bayesian Network 

Bayesian Network is based on probability function and is an efficient algorithm for 

learning. This algorithm’s learning is based on constraints and perform the join 

process effectively by exploiting the search-point technique [39]. It solves decision 

problems under call influence diagrams. These algorithms search all data sets. Since 

the search area is very large, the Bayesian can pass this search by examining the 

candidates, which are usually illogical [40]. We used this algorithm and added the 

results we got into the thesis. 

3.2.3 Support Vector Machine (SVM) 

Vapnik (1995) has developed the foundation of Support Vector Machines (SVM). It 

is gaining popularity due to many attractive features and better performance [41].  

We examined the SVM algorithm under two method headings, which are RBF and 

Poly kernel. SVM is very effective and distinctive algorithms to classify our data 

sets. Sometimes RBG radial-based function linear classifications may not be possible 

in the data set. Each data is mapped to the upper property space and this new space 

uses a hyperplane classification method. While the RBF kernel is used for linear non-

separable data sets and other one is POLY kernel polynomial function is used to 

determine the hyperplane of the non-linearly disjoint data set [42]. We focus on our 

classifications and conclude that these algorithms are better than others. 
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We calculate SVM accuracy and f-measure using WEKA tools and SMO (Sequential 

Minimal Optimization) function .SMO is a fast algorithm for partitioning data into 

multiple clusters using Support Vector. It solves the problem repeatedly for each 

subset. SMO, also found in WEKA, is similar to SVM [43].  

Figure 2 shows SVM Polynomial Kernel and SVM RBF Kernel graphic. 

 

Figure 2-Kernel Machine [44] 

3.2.4 J48 

J48 is a tree algorithm and implementation of C4.5 decision tree algorithm [45] in the 

WEKA data mining tools.  Classification steps of j48 are simple and fast. According 

to the researches, it is generally an algorithm used to compare the data sets against 

the naive Bayes algorithm. 

3.2.5 Random Forest 

The decision tree learning method is one of machine learning topics. Random Forest 

algorithm is a supervised classification algorithm. It is also understood from the 

name that to form a random forest it is necessary to obtain a result depending on the 

number of trees in the forest. Decision trees perform better than algorithms such as 

support vector machines and naïve Bayes. We can say that the random forest is a 

good choice for these tasks and that it works fast in large, high-dimensional 

databases [46]. The more trees we have, the more we will learn and obtain a more 

accurate result. This is the algorithm we used with WEKA default value.  
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CHAPTER 4 

EVALUATION 

We used Python programming language for development. Python has a rich set of 

libraries useful for many tasks. We have used the following Python libraries: NLTK, 

Word2Vec, Gensim, NumPy, and SciKit. Gensim is a python implementation of 

Word2Vec method. Using these libraries we created the vectors of for email datasets 

we have chosen. We also used Weka tool to test ML algorithms on the classification 

of emails as spam or ham. Weka has an implementation of almost all ML algorithms 

including the ones we have chosen: SVM (poly), SVM (RBF), Naive Bayes, 

Bayesian Networks, J48 and Random Forest algorithms. We compare the success of 

the algorithms. We used all the vectors we produced as input. We also used the 

default values of the algorithms for testing. The results are based on observations, 

and the dataset labels. We report below. 

First we explain the datasets we have used. Then, the tools used are explained. And, 

we report and analyze the results at the end of this chapter. 

4.1 Dataset 

In earlier test we used an open email phishing dates from Comodo Inc. But this 

dataset is limited with only 100 phishing emails and no cleans emails. Therefore we 

used another open but large dataset from the bankrupted Enron company
1
. This data 

set has labeled emails; therefore it is very useful.  

                                                 
1
 Enron Dataset of Carnegie Mellon University, School of Computer Science 

https://www.cs.cmu.edu/~enron/ 

https://www.cs.cmu.edu/~enron/
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Spam emails, as we mentioned earlier, are mostly advertisement emails that are sent 

to users mostly without their consent, which may be able to harm the users via 

phishing or other ways. Ham, or clean, e-mails are users' correspondence in digital 

media, electronic correspondence. Inside ham emails can be ads that do not have 

anything fake to steal your information. We used all the e-mails and parsed the words 

in the body of the mails and made them into vectors using tools and also our 

implementations. We tried 3 different vector representations by applying different 

vectorization methods on email text.  

We first constructed the following subsamples of the Enron dataset: 

➢ 300 ham email + 300 spam email text 

➢ 500 ham email + 500 spam email text  

➢ 1000 ham email + 1000 spam email text 

➢ 2000 ham email + 2000 spam email text 

➢ 5000 ham email + 5000 spam email text 

➢ 10000 ham email + 10000 spam email text 

Table 4 lists the spam and ham emails word vectors files and their sizes using 

different production methods. 
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Table 4-Vector names, generation methods and their sizes. 

VECTOR METHOD SIZE (MB) 

300 ham + 300 spam Word2Vec 1.3 

500 ham + 500 spam Word2Vec 2.2 

1k ham + 1k spam Word2Vec 4.4 

2k ham + 2k spam Word2Vec 8.9 

5k ham + 5k spam Word2Vec 22.2 

10k ham + 10k spam Word2Vec 44.4 

300 ham + 300 spam Weighted TF-IDF 0.9 

500 ham + 500 spam Weighted TF-IDF 1.5 

1k ham + 1k spam Weighted TF-IDF 3 

2k ham + 2k spam Weighted TF-IDF 6 

5k ham + 5k spam Weighted TF-IDF 15 

10k ham + 10k spam Weighted TF-IDF 30 

4.2 Tools and Libraries 

The programming language we used is python 3.5 and python 2.7. We used Pycharm 

2017.3.3 and Visual Studio Code 1.20.1 for development for this language. We used 

Python libraries NumPy, SciKit-Learn
2
, Gensim, Word2Vec and NTLK

3
 for vector 

generation.  

For classification ML algorithms testing we used WEKA tool. WEKA 3-8-2 stable 

version and WEKA 3-9-2 developer version are used. WEKA
4
 is simple to use with a 

graphical user interface (GUI). WEKA stands for Waikato Environment for 

Knowledge Analysis. Weka tools helped us for in testing ML algorithms we have 

chosen, such as SVM, Naive Bayes, J48, ext.  

                                                 
2
 SciKit Learn 

http://scikit-learn.org/ 
3
Natural Languages Toolkit 

https://www.nltk.org/ 
4
WEKA-University of Waikato 

 https://www.cs.waikato.ac.nz/ml/weka/downloading.html 

http://scikit-learn.org/
https://www.nltk.org/
https://www.cs.waikato.ac.nz/ml/weka/
https://www.cs.waikato.ac.nz/ml/weka/downloading.html
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Our vectors we generated have 300 features and (1/0) for label (as spam or clean). 

The vectors files are input to Weka in CSV format. 

We used three different test options to calculate the accuracy and f-measures, as 

provided by Weka tool for validation. These are: 

 Percentage Split 66%: 66% of the dataset is used for training the model and 

34% is used for the testing (validation). Once the system is trained with the 

training cluster, the test part is used on the trained model to measure the 

success.  

 Percentage Split 80%: 80% of the dataset is used for training and 20% for 

testing.  

 K-Fold Cross-Validation: To remove the bias in training/test part selection, 

this method is widely used in almost all ML tools. The most preferred k value 

in the literature is 10. In k-fold cross validation, the dataset is divided into k 

equal parts. If we select k=10, our data set will be divided into 10 equal parts. 

In each fold, one part selected for testing, the rest of the parts are used for 

training the model and the test part is tested on the model. At the end, the 

averages of accuracies from all folds are calculated as the final result. 

4.3 Validation metrics 

We calculate the accuracy, which is percentage of correct predictions in each test.  

And accuracy is calculated with the formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
|𝑇𝑃| + |𝑇𝑁|

|𝑇𝑃| + |𝑇𝑁| + |𝐹𝑃| + |𝐹𝑁|
 

where, 

 

➢ True Positive (TP): a spam email is correctly predicted as spam. 

➢ True Negative (TN): a ham email is correctly predicted as ham. 

➢ False positive (FP): a ham email is incorrectly predicted as spam. 

➢ False Negative (FN): a spam email is incorrectly predicted as ham. 

F-measure is used to measure the validation success mostly in the literature. 

Precision and recall values are needed for this [7]. 
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Precision formula is: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|𝑇𝑃|

|𝑇𝑃| + |𝐹𝑃|
 

 

Recall formula is: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
|𝑇𝑃|

|𝑇𝑃| + |𝐹𝑁|
 

 

F-Measure formula is then: 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2 .  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 . 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

Table 5 shows how the TP, FP, FN and TN values are used. In this table, we can 

observe how we place the values of the test results of the SPAM and HAM mails, 

and the values used to calculate the f-measure. This table shows the semantic 

relation between spam and clean mail in the c / d section with f-measure value. 

 

Table 5-F-Measure to TP-FP-FN-TN 

SPAM HAM  

c/d TP FP SPAM 

FN TN HAM 

 

c/d: correct classified/ total number 

4.3.1 Weighted TF-IDF 

In the data set we use, train and test data set distributions are as shown in the 

following tables. The data sets used are divided into 300, 500, 1000, 2000, 5000 and 

10.000. We applied these algorithms in three different test, 10 folds (average of 10 

train / test data set), 66% and 80%, and we obtained different results. The best 

accuracy score for each data set is highlighted in Table 6.  
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Table 6-Accuracy Results for Vector Representation based on WeighingTF-IDF 

Data 

Sets 
Process 

Naive 

Bayes 

(%) 

Bayesian 

Network 

(%) 

SVM 

 (RBF)(%) 

SVM  

(POLY) (%) 
J48 (%) 

Random 

Forest (%) 

300 + 300 

10 Folds 62 51.83 58 61.66 54.66 68 

%66 

Percentage 
61.76 51.47 55.39 65.68 59.31 71.07 

%80 

Percentage 
65 48.33 46.66 67.5 60.83 73.33 

500 + 500 

10 Folds 59.9 55.5 53.6 51.5 54.2 63.8 

%66 

Percentage 
61.47 56.17 46.17 53.23 56.17 58.82 

%80 

Percentage 
63.5 46.5 44.5 49 58 53.5 

1000 + 

1000 

10 Folds 53.1 57.15 52.7 56.45 55.6 59 

%66 

Percentage 
54.55 53.82 52.5 55.58 52.79 56.76 

%80 

Percentage 
52.5 54.25 51.75 54 54 58 

2000 + 

2000 

10 Folds 53.45 52.85 53.4 53.4 52.15 55.25 

%66 

Percentage 
54.92 51.76 53.01 53.97 51.91 54.7 

%80 

Percentage 
52.25 50.87 48.5 53.12 50.87 57.37 

5000+ 

5000 

10 Folds 53.12 52.75 51.18 53.02 52.54 53.65 

%66 

Percentage 
53.17 52.64 52.5 53.7 52.14 54.35 

%80 

Percentage 
53.45 52.6 51.1 53.7 52.6 54 

10000 + 

10000 

10 Folds 50.38 52.39 50.75 52.36 52.39 53.39 

%66 

Percentage 
50.75 52.22 50.69 52.61 52.25 53.08 

%80 

Percentage 
50.05 52.92 49.52 53.52 52.9 53.6 
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Figure 3 shows the results in a bar graph for 300+300 dataset. For 10-fold test, the 

best algorithm is Random Forest (RF), for 66% test RF performs the best, and for 

80% test again RF performs the best. 

 

 
Figure 3-Accuracy comparison to 300 ham and 300 spam between NB, BN, SVM 

(RBF, POLY), and J48 & RF algorithms 

As seen on Figure 4 for 500+500 dataset, in 10-fold test method, the best result is 

obtained by using Random Forest algorithm. For 66% method, the best score is 

obtained by Naïve Bayes and for 80% method; the best score is obtained by Naïve 

Bayes again. Forest with 300 ham + 300 spam data.  

 
Figure 4-Accuracy comparison to 500 ham and 500 spam between NB, BN, SVM 

(RBF, POLY), and J48 & RF algorithms 

As seen on Figure 5 for 1k+1k dataset, for 10 Folds method, best result is obtained 

by using RF algorithm. For 66% method, the best score is obtained by Random 
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Forest and for 80% method; the best score is obtained by Random Forest with 1000 

ham + 1000 spam data.  

 
Figure 5-Accuracy comparison to 1000 ham and 1000 spam between NB, BN, SVM 

(RBF, POLY), and J48 & RF algorithms 

As seen on Figure 6, for 10 Folds method, best result is obtained by using Random 

Forest algorithm. For 66% method, best score is obtained by Naive Bayes and for 

80% method; best score is obtained by Random Forest with 2000 ham + 2000 spam 

data.  

 
Figure 6-Accuracy comparison to 2000 ham and 2000 spam between NB, BN, SVM 

(RBF, POLY), and J48 & RF algorithms 

As seen on Figure 7, for 10 Folds method, best result is obtained by using Random 

Forest algorithm. For 66% method, best score is obtained by Random Forest and for 



26 

 

80% method; best score is obtained by Random Forest with 5000 ham + 5000 spam 

data. 

 
Figure 7-Accuracy comparison to 5000 ham and 5000 spam between NB, BN, SVM 

(RBF, POLY), and J48 & RF algorithms 

As seen on Figure 8, for 10 Folds method, best result is obtained by using Random 

Forest algorithm. For 66% method, best score is obtained by Random Forest and for 

80% method, best score is obtained by Random Forest with 10000 ham + 10000 

spam data.  

 
Figure 8-Accuracy comparison to 10000 ham and 10000 spam between NB, BN, 

SVM (RBF, POLY), and J48 & RF algorithms  
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We also measured F-measure score for all tests (10-fold, 66%, and 80%) for all 

datasets (300+300, 500+500, 1k+1k, 2k+2k, 5k+5k, 10k+10k) and for all algorithms 

(NB, BN, SVM(RBF), SVM(POLY), J48, and RF). The detailed results are listed in 

Tables 7-15. 

Table 7-The Results for Weighting F-Measures to 300&500 data sets between 

NB & BN 

Data Sets Test Type Naive Bayes Bayesian Network 

300+300 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.620 

SPAM HAM 
 

0.518 240 60 SPAM 73 227 SPAM 

168 132 HAM 62 238 HAM 

Percentage (%66) 

SPAM HAM 
 

0.618 

SPAM HAM 
 

0.515 82 18 SPAM 98 2 SPAM 

60 44 HAM 97 7 HAM 

Percentage (%80) 

SPAM HAM 
 

0.650 

SPAM HAM 
 

0.483 46 10 SPAM 55 1 SPAM 

32 32 HAM 61 3 HAM 

500+500 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.599 

SPAM HAM 
 

0.555 452 48 SPAM 495 5 SPAM 

353 147 HAM 440 60 HAM 

Percentage (%66) 

SPAM HAM 
 

0.615 

SPAM HAM 
 

0.562 171 12 SPAM 182 1 SPAM 

119 38 HAM 148 9 HAM 

Percentage (%80) 

SPAM HAM 
 

0.635 

SPAM HAM 
 

0.465 103 8 SPAM 5 106 SPAM 

65 24 HAM 1 68 HAM 
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Table 8-The Results for Weighting F-Measures to 300&500 data sets between  

SVM (RBF & POLY) 

Data Sets Test Type SVM (RBF) SVM (POLY) 

300+300 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.580 

SPAM HAM 
 

0.617 173 127 SPAM 125 175 SPAM 

125 175 HAM 55 245 HAM 

Percentage (%66) 

SPAM HAM 
 

0.554 

SPAM HAM 
 

0.657 85 15 SPAM 46 54 SPAM 

76 28 HAM 16 88 HAM 

Percentage (%80) 

SPAM HAM 
 

0.467 

SPAM HAM 
 

0.675 56 0 SPAM 25 31 SPAM 

64 0 HAM 8 56 HAM 

500+500 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.536 

SPAM HAM 
 

0.515 439 61 SPAM 359 141 SPAM 

403 97 HAM 344 156 HAM 

Percentage (%66) 

SPAM HAM 
 

0.462 

SPAM HAM 
 

0.532 0 183 SPAM 53 130 SPAM 

0 157 HAM 29 128 HAM 

Percentage (%80) 

SPAM HAM 
 

0.445 

SPAM HAM 
 

0.490 0 111 SPAM 26 85 SPAM 

0 89 HAM 17 72 HAM 
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Table 9-The Results for Weighting F-Measures to 300&500 data sets between 

J48 & RF 

Data Sets Test Type J48 Random Forest  

300+300 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.547 

SPAM HAM 
 

0.680 35 265 SPAM 157 143 SPAM 

7 293 HAM 49 251 HAM 

Percentage (%66) 

SPAM HAM 
 

0.593 

SPAM HAM 
 

0.711 18 82 SPAM 54 46 SPAM 

1 103 HAM 13 91 HAM 

Percentage (%80) 

SPAM HAM 
 

0.608 

SPAM HAM 
 

0.733 9 47 SPAM 30 26 SPAM 

0 64 HAM 6 58 HAM 

500+500 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.542 

SPAM HAM 
 

0.638 488 12 SPAM 26 294 SPAM 

446 54 HAM 68 432 HAM 

Percentage (%66) 

SPAM HAM 
 

0.562 

SPAM HAM 
 

0.588 182 1 SPAM 74 109 SPAM 

148 9 HAM 31 126 HAM 

Percentage (%80) 

SPAM HAM 
 

0.580 

SPAM HAM 
 

0.535 107 4 SPAM 39 72 SPAM 

80 9 HAM 21 68 HAM 
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Table 10-The Results for Weighting F-Measures to 1000&2000 data sets between 

NB & BN 

Data Sets Test Type Naive Bayes Bayesian Network 

1000+1000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.531 

SPAM HAM 
 

0.572 79 921 SPAM 988 12 SPAM 

17 983 HAM 845 155 HAM 

Percentage (%66) 

SPAM HAM 
 

0.546 

SPAM HAM 
 

0.538 40 301 SPAM 335 6 SPAM 

8 331 HAM 308 31 HAM 

Percentage (%80) 

SPAM HAM 
 

0.525 

SPAM HAM 
 

0.543 15 185 SPAM 200 0 SPAM 

5 195 HAM 183 17 HAM 

2000+2000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.535 

SPAM HAM 
 

0.529 998 1002 SPAM 1994 6 SPAM 

860 1140 HAM 1880 120 HAM 

Percentage (%66) 

SPAM HAM 
 

0.549 

SPAM HAM 
 

0.518 655 28 SPAM 683 0 SPAM 

585 92 HAM 656 21 HAM 

Percentage (%80) 

SPAM HAM 
 

0.523 

SPAM HAM 
 

0.509 346 41 SPAM 387 0 SPAM 

341 72 HAM 393 20 HAM 
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Table 11-The Results for Weighting F-Measures to 1000&2000 data sets between 

SVM (RBF & POLY) 

Data Sets Test Type SVM (RBF) SVM (POLY) 

1000+1000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.527 

SPAM HAM 
 

0.565 976 24 SPAM 884 116 SPAM 

922 78 HAM 755 245 HAM 

Percentage (%66) 

SPAM HAM 
 

0.525 

SPAM HAM 
 

0.556 331 10 SPAM 295 46 SPAM 

313 26 HAM 256 83 HAM 

Percentage (%80) 

SPAM HAM 
 

0.518 

SPAM HAM 
 

0.540 197 3 SPAM 169 31 SPAM 

190 10 HAM 153 47 HAM 

2000+2000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.534 

SPAM HAM 
 

0.534 1568 432 SPAM 1824 176 SPAM 

1432 568 HAM 1688 312 HAM 

Percentage (%66) 

SPAM HAM 
 

0.530 

SPAM HAM 
 

0.540 667 16 SPAM 634 49 SPAM 

623 54 HAM 577 100 HAM 

Percentage (%80) 

SPAM HAM 
 

0.485 

SPAM HAM 
 

0.531 387 0 SPAM 365 22 SPAM 

412 1 HAM 353 60 HAM 
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Table 12-The Results for Weighting F-Measures to 1000&2000 data sets between 

J48 & RF 

Data Sets Test Type J48 Random Forest  

1000+1000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.556 

SPAM HAM 
 

0.590 986 14 SPAM 278 732 SPAM 

874 126 HAM 98 902 HAM 

Percentage (%66) 

SPAM HAM 
 

0.528 

SPAM HAM 
 

0.568 334 7 SPAM 91 250 SPAM 

341 25 HAM 44 295 HAM 

Percentage (%80) 

SPAM HAM 
 

0.540 

SPAM HAM 
 

0.580 196 4 SPAM 55 145 SPAM 

180 20 HAM 23 117 HAM 

2000+2000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.522 

SPAM HAM 
 

0.553 1985 15 SPAM 355 1645 SPAM 

1899 101 HAM 145 1855 HAM 

Percentage (%66) 

SPAM HAM 
 

0.519 

SPAM HAM 
 

0.547 677 6 SPAM 104 579 SPAM 

648 29 HAM 37 640 HAM 

Percentage (%80) 

SPAM HAM 
 

0.509 

SPAM HAM 
 

0.574 385 2 SPAM 68 319 SPAM 

391 22 HAM 22 391 HAM 
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Table 13-The Results for Weighting F-Measures to 5000&1000 data sets between 

NB & BN 

Data Sets Test Type Naive Bayes Bayesian Network 

5000+5000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.531 

SPAM HAM 
 

0.528 4968 32 SPAM 4990 10 SPAM 

4656 344 HAM 4715 285 HAM 

Percentage (%66) 

SPAM HAM 
 

0.318 

SPAM HAM 
 

0.526 1679 15 SPAM 1691 3 SPAM 

1577 129 HAM 1607 99 HAM 

Percentage (%80) 

SPAM HAM 
 

0.535 

SPAM HAM 
 

0.526 990 12 SPAM 999 3 SPAM 

919 79 HAM 945 53 HAM 

10000+10000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.504 

SPAM HAM 
 

0.524 121 9879 SPAM 9985 15 SPAM 

44 9956 HAM 9507 493 HAM 

Percentage (%66) 

SPAM HAM 
 

0.508 

SPAM HAM 
 

0.522 63 3331 SPAM 3391 3 SPAM 

18 3388 HAM 3246 160 HAM 

Percentage (%80) 

SPAM HAM 
 

0.501 

SPAM HAM 
 

0.529 29 1990 SPAM 2016 3 SPAM 

8 1973 HAM 1880 101 HAM 
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Table 14-The Results for Weighting F-Measures to 5000&10000 data sets between 

SVM (RBF & POLY) 

Data Sets Test Type SVM (RBF) SVM (POLY) 

5000+5000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.512 

SPAM HAM 
 

0.530 579 4421 SPAM 4852 148 SPAM 

461 4539 HAM 4550 450 HAM 

Percentage (%66) 

SPAM HAM 
 

0.525 

SPAM HAM 
 

0.537 1668 26 SPAM 1657 37 SPAM 

1589 117 HAM 15 169 HAM 

Percentage (%80) 

SPAM HAM 
 

0.511 

SPAM HAM 
 

0.537 30 972 SPAM 976 26 SPAM 

6 992 HAM 900 98 HAM 

10000+10000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.508 

SPAM HAM 
 

0.524 7974 2026 SPAM 9839 161 SPAM 

7824 2176 HAM 9366 634 HAM 

Percentage (%66) 

SPAM HAM 
 

0.507 

SPAM HAM 
 

0.526 3384 10 SPAM 3348 46 SPAM 

3343 63 HAM 3176 230 HAM 

Percentage (%80) 

SPAM HAM 
 

0.495 

SPAM HAM 
 

0.535 0 2019 SPAM 1978 41 SPAM 

0 1981 HAM 1818 163 HAM 
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Table 15-The Results for Weighting F-Measures to 5000&10000 data sets between 

J48 & RF 

Data Sets Test Type J48 Random Forest  

5000+5000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.525 

SPAM HAM 
 

0.537 4994 6 SPAM 4804 196 SPAM 

4740 260 HAM 4439 561 HAM 

Percentage (%66) 

SPAM HAM 
 

0.521 

SPAM HAM 
 

0.544 1692 2 SPAM 1640 54 SPAM 

1625 81 HAM 1498 208 HAM 

Percentage (%80) 

SPAM HAM 
 

0.526 

SPAM HAM 
 

0.540 999 3 SPAM 960 42 SPAM 

945 53 HAM 878 120 HAM 

10000+10000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.524 

SPAM HAM 
 

0.534 9975 25 SPAM 9780 220 SPAM 

9496 504 HAM 9102 898 HAM 

Percentage (%66) 

SPAM HAM 
 

0.523 

SPAM HAM 
 

0.531 3390 4 SPAM 3311 83 SPAM 

3243 163 HAM 3107 299 HAM 

Percentage (%80) 

SPAM HAM 
 

0.529 

SPAM HAM 
 

0.536 2015 4 SPAM 1965 54 SPAM 

1880 101 HAM 1802 179 HAM 
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F-measure results are compared as bar graphs in the following Figures 9-14. Here are 

our observations: 

 
Figure 9-F-Measure comparison to 300 ham and 300 spam between NB, BN, SVM 

(RBF, POLY), and J48 & RF algorithms 

As seen on Figure 9, the best score is the Percentage %80 result of the Random 

Forest algorithm with 300 ham + 300 spam data.  

 
Figure 10-F-Measure comparison to 500 ham and 500 spam between NB, BN, SVM 

(RBF, POLY), and J48 & RF algorithms 

As seen on Figure 10, the best score is the 10 Folds result of the Random Forest 

algorithm with 500 ham + 500 spam data.  
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Figure 11-F-Measure comparison to 1000 ham and 1000 spam between NB, BN, 

SVM (RBF, POLY), and J48 & RF algorithms 

As seen on Figure 11, the best score is the 10 Folds result of the Random Forest 

algorithm with 1000 ham + 1000 spam data. 

 
Figure 12-F-Measure comparison to 2000 ham and 2000 spam between NB, BN, 

SVM (RBF, POLY), and J48 & RF algorithms 

As seen on Figure 12, the best score is the Percentage %80 result of the Random 

Forest algorithm with 2000 ham + 2000 spam data.  
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Figure 13-F-Measure comparison to 5000 ham and 5000 spam between NB, BN, 

SVM (RBF, POLY), and J48 & RF algorithms 

As seen on Figure 13, the best score is the Percentage %66 result of the Random 

Forest algorithm with 5000 ham + 5000 spam data. 

 
Figure 14-F-Measure comparison to 10000 ham and 10000 spam between NB, BN, 

SVM (RBF, POLY), and J48 & RF algorithms 

As seen on Figure 14, the best score is the Percentage %80 result of the Random 

Forest algorithm with 10000 ham + 10000 spam data. 
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4.3.2 SciKit Learn with TF-IDF 

We also tested SciKit Learn library’s TF-IDF based vector representation and found 

the following results (Table 16 and Figure 15). 

Table 16-SciKit Learn Tools Results 

Data Set Ham and Spam SciKit Learn (%) 

300 92.000 

500 93.000 

1000 93.250 

2000 95.330 

5000 96.310 

10000 96.845 

 

 
Figure 15-Different data sets and results for SciKit Learn Tools 

As seen on Figure 15, SciKit Learn tools accuracy results for all datasets. As the size 

of the data set increased, the success rate displayed a steady increase in percentage.  

4.3.3 Word2Vec 

Here we tested Word2Vec-based vector representation on email datasets. The dataset 

is divided in the same way as shown the table above. Algorithm results are also 

compared with three different methods, 10 folds (average of 10 train / test data set), 

66% and 80%, where we obtained different results. The best score for each data set is 

highlighted in bold. We depict these results below: 
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Table 17-Test Results for Word2Vec Accuracy 

Data 

Sets 
Process 

Naive 

Bayes (%) 

Bayesian 

Network (%) 

SVM 

(RBF) (%) 

SVM 

(POLY) (%) 

J48 

(%) 

Random 

Forest (%) 

300 + 

300 

10 Folds 75.16 85.16 90.5 95 78.83 92.66 

%66 

Percentage 
78.92 86.76 90.19 96.56 83.82 92.64 

%80 

Percentage 
71.66 80.83 88.33 98.33 82.5 94.16 

500 + 

500 

10 Folds 69.4 83.8 89.3 93.2 79.1 92.9 

%66 

Percentage 
68.52 83.82 86.17 91.47 79.7 91.76 

%80 

Percentage 
69 82 86.5 93.5 78 93.5 

1000 + 

1000 

10 Folds 72.5 84.45 90.8 95.75 81 93.85 

%66 

Percentage 
70.14 83.82 91.02 96.47 80.44 92.35 

%80 

Percentage 
69.75 85.5 90.75 96.25 80.5 93.25 

2000 + 

2000 

10 Folds 75.2 85.17 91.87 95.65 83.2 94.4 

%66 

Percentage 
77.5 84.77 91.98 95.73 84.48 94.92 

%80 

Percentage 
76.75 85.5 92.5 96.25 83.25 94.87 

5000 + 

5000 

10 Folds 74.5 85.65 92.9 96.02 86.78 95.55 

%66 

Percentage 
74.82 85.67 91.97 95.64 84.85 95 

%80 

Percentage 
73.75 84.8 92.05 95.85 85.05 95.05 

10000 + 

10000 

10 Folds 75.77 86.3 94.03 96.26 88.03 96.19 

%66 

Percentage 
75.63 86.11 93.58 95.88 87.05 95.45 

%80 

Percentage 
76.37 86.35 93.95 96.32 87.2 95.77 
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As seen on Figure 16, for 10 Folds method, best result is obtained by using Random 

Forest algorithm. For 66% method, the best score is obtained by SVM (POLY) and 

for 80% method, the best score is obtained by SVM (Poly) with 300 ham + 300 spam 

data.  

 
Figure 16-Accuracy comparison to 300 ham and 300 spam between NB, BN, SVM 

(RBF, POLY), and J48 & RF algorithms 

As seen on Figure 17, for 10 Folds method, best result is obtained by using SVM 

(Poly) algorithm. For 66% method, the best score is obtained by Random Forest and 

for 80% method, the best score is same with SVM (Poly) and Random Forest with 

500 ham + 500 spam data.  

 
Figure 17-Accuracy comparison to 500 ham and 500 spam between NB, BN, SVM 

(RBF, POLY), and J48 & RF algorithms 
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As seen on Figure 18, for 10 Folds method, the best result is obtained by using SVM 

(Poly) algorithm. For 66% method, the best score is obtained by SVM (Poly) and for 

80% method; the best score is obtained by SVM (Poly) with 1000 ham + 1000 spam 

data.  

 
Figure 18-Accuracy comparison to 1000 ham and 1000 spam between NB, BN, 

SVM (RBF, POLY), and J48 & RF algorithms 

As seen on Figure 19, for 10 Folds method, best result is obtained by using SVM 

(Poly) algorithm. For 66% method, the best score is obtained by SVM (Poly) and for 

80% method; the best score is obtained by SVM (Poly) with 2000 ham + 2000 spam 

data.  

 
Figure 19-Accuracy comparison to 2000 ham and 2000 spam between NB, BN, 

SVM (RBF, POLY), and J48 & RF algorithms  
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As seen on Figure 20, for 10 Folds method, the best result is obtained by using SVM 

(Poly) algorithm. For 66% method, the best score is obtained by SVM (Poly) and for 

80% method; the best score is obtained by SVM (Poly) with 5000 ham + 5000 spam 

data.  

 
Figure 20-Accuracy comparison to 5000 ham and 5000 spam between NB, BN, 

SVM (RBF, POLY), and J48 & RF algorithms 

As seen on Figure 21, for 10 Folds method, the best result is obtained by using SVM 

(Poly) algorithm. For 66% method, the best score is obtained by SVM (Poly) and for 

80% method, the best score is obtained by SVM (Poly) with 10000 ham + 10000 

spam data.  

 
Figure 21-Accuracy comparison to 10000 ham and 10000 spam between NB, BN, 

SVM (RBF, POLY), and J48 & RF algorithms 
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Table 18-26 lists F-measure results for Word2Vec representation. The best scores are 

highlighted. 

Table 18-The Results for Word2Vec F-Measures to 300&500 data sets between  

NB & BN 

Data Sets Test Type Naive Bayes Bayesian Network 

300+300 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.752 

SPAM HAM 
 

0.852 187 113 SPAM 254 46 SPAM 

36 264 HAM 43 257 HAM 

Percentage (%66) 

SPAM HAM 
 

0.789 

SPAM HAM 
 

0.868 65 35 SPAM 85 15 SPAM 

8 96 HAM 12 92 HAM 

Percentage (%80) 

SPAM HAM 
 

0.717 

SPAM HAM 
 

0.808 31 25 SPAM 43 13 SPAM 

9 55 HAM 10 54 HAM 

500+500 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.694 

SPAM HAM 
 

0.838 276 224 SPAM 401 99 SPAM 

82 418 HAM 63 437 HAM 

Percentage (%66) 

SPAM HAM 
 

0.682 

SPAM HAM 
 

0.838 95 88 SPAM 154 29 SPAM 

19 138 HAM 26 131 HAM 

Percentage (%80) 

SPAM HAM 
 

0.690 

SPAM HAM 
 

0.820 58 53 SPAM 87 24 SPAM 

9 80 HAM 12 77 HAM 
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Table 19-The Results for Word2Vec F-Measures to 300&500 data sets between 

SVM (RBF&POLY) 

Data Sets Test Type SVM (RBF) SVM (POLY) 

300+300 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.905 

SPAM HAM 
 

0.950 255 41 SPAM 286 14 SPAM 

16 284 HAM 16 284 HAM 

Percentage (%66) 

SPAM HAM 
 

0.902 

SPAM HAM 
 

0.966 89 11 SPAM 98 2 SPAM 

9 95 HAM 5 99 HAM 

Percentage (%80) 

SPAM HAM 
 

0.883 

SPAM HAM 
 

0.983 47 9 SPAM 56 0 SPAM 

5 59 HAM 2 62 HAM 

500+500 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.893 

SPAM HAM 
 

0.932 426 74 SPAM 469 31 SPAM 

33 467 HAM 37 463 HAM 

Percentage (%66) 

SPAM HAM 
 

0.862 

SPAM HAM 
 

0.915 147 36 SPAM 168 15 SPAM 

11 146 HAM 14 143 HAM 

Percentage (%80) 

SPAM HAM 
 

0.865 

SPAM HAM 
 

0.935 91 20 SPAM 104 7 SPAM 

7 82 HAM 6 83 HAM 
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Table 20-The Results for Word2Vec F-Measures to 300&500 data sets between  

J48 & RF 

Data Sets Test Type J48 Random Forest  

300+300 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.788 

SPAM HAM 
 

0.927 240 60 SPAM 285 15 SPAM 

67 233 HAM 29 271 HAM 

Percentage (%66) 

SPAM HAM 
 

0.838 

SPAM HAM 
 

0.926 82 18 SPAM 96 4 SPAM 

15 89 HAM 11 93 HAM 

Percentage (%80) 

SPAM HAM 
 

0.825 

SPAM HAM 
 

0.942 45 11 SPAM 55 1 SPAM 

10 54 HAM 6 58 HAM 

500+500 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.791 

SPAM HAM 
 

0.929 407 93 SPAM 476 24 SPAM 

116 384 HAM 47 453 HAM 

Percentage (%66) 

SPAM HAM 
 

0.797 

SPAM HAM 
 

0.918 151 32 SPAM 175 8 SPAM 

37 120 HAM 20 137 HAM 

Percentage (%80) 

SPAM HAM 
 

0.780 

SPAM HAM 
 

0.935 88 23 SPAM 106 5 SPAM 

21 68 HAM 8 81 HAM 
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Table 21-The Results for Word2Vec F-Measures to 1000&2000 data sets between 

NB & BN 

Data Sets Test Type Naive Bayes Bayesian Network 

1000+1000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.725 

SPAM HAM 
 

0.845 593 407 SPAM 809 191 SPAM 

143 857 HAM 120 880 HAM 

Percentage (%66) 

SPAM HAM 
 

0.701 

SPAM HAM 
 

0.838 204 137 SPAM 279 62 SPAM 

66 273 HAM 48 291 HAM 

Percentage (%80) 

SPAM HAM 
 

0.698 

SPAM HAM 
 

0.855 115 85 SPAM 166 34 SPAM 

36 164 HAM 24 176 HAM 

2000+2000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.752 

SPAM HAM 
 

0.852 1268 732 SPAM 1645 355 SPAM 

260 1760 HAM 238 1762 HAM 

Percentage (%66) 

SPAM HAM 
 

0.775 

SPAM HAM 
 

0.848 435 248 SPAM 546 137 SPAM 

58 619 HAM 70 607 HAM 

Percentage (%80) 

SPAM HAM 
 

0.768 

SPAM HAM 
 

0.855 241 146 SPAM 310 77 SPAM 

40 373 HAM 39 374 HAM 
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Table 22-The Results for Word2Vec F-Measures to 1000&2000 data sets between 

SVM (RBF&POLY) 

Data Sets Test Type SVM (RBF) SVM (POLY) 

1000+1000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.908 

SPAM HAM 
 

0.958 873 127 SPAM 961 39 SPAM 

57 943 HAM 46 954 HAM 

Percentage (%66) 

SPAM HAM 
 

0.910 

SPAM HAM 
 

0.965 298 43 SPAM 329 12 SPAM 

18 321 HAM 12 327 HAM 

Percentage (%80) 

SPAM HAM 
 

0.908 

SPAM HAM 
 

0.963 174 26 SPAM 192 8 SPAM 

11 189 HAM 7 193 HAM 

2000+2000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.919 

SPAM HAM 
 

0.957 1805 195 SPAM 1924 76 SPAM 

130 1870 HAM 98 1902 HAM 

Percentage (%66) 

SPAM HAM 
 

0.920 

SPAM HAM 
 

0.957 618 65 SPAM 661 22 SPAM 

44 633 HAM 36 641 HAM 

Percentage (%80) 

SPAM HAM 
 

0.925 

SPAM HAM 
 

0.963 349 38 SPAM 376 11 SPAM 

22 391 HAM 19 394 HAM 
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Table 23-The Results for Word2Vec F-Measures to 1000&2000 data sets between 

J48 & RF 

Data Sets Test Type J48 Random Forest  

1000+1000 

Cross Validation (10 

Folds) 

SPAM HAM 
 

0.810 

SPAM HAM 
 

0.939 826 174 SPAM 952 48 SPAM 

206 794 HAM 75 925 HAM 

Percentage (%66) 

SPAM HAM 
 

0.804 

SPAM HAM 
 

0.924 274 67 SPAM 323 18 SPAM 

66 273 HAM 34 305 HAM 

Percentage (%80) 

SPAM HAM 
 

0.805 

SPAM HAM 
 

0.933 167 33 SPAM 191 8 SPAM 

45 155 HAM 18 182 HAM 

2000+2000 

Cross Validation (10 

Folds) 

SPAM HAM 
 

0.832 

SPAM HAM 
 

0.944 1677 323 SPAM 1917 83 SPAM 

349 1651 HAM 141 1859 HAM 

Percentage (%66) 

SPAM HAM 
 

0.845 

SPAM HAM 
 

0.929 578 105 SPAM 660 23 SPAM 

106 571 HAM 46 631 HAM 

Percentage (%80) 

SPAM HAM 
 

0.833 

SPAM HAM 
 

0.948 311 76 SPAM 371 16 SPAM 

58 355 HAM 25 388 HAM 
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Table 24-The Results for Word2Vec F-Measures to 5000&10000 data sets between 

NB & BN 

Data Sets Test Type Naive Bayes Bayesian Network 

5000+5000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.745 

SPAM HAM 
 

0.857 3099 1901 SPAM 4115 885 SPAM 

649 4351 HAM 550 4450 HAM 

Percentage (%66) 

SPAM HAM 
 

0.748 

SPAM HAM 
 

0.857 1059 635 SPAM 1412 282 SPAM 

221 1485 HAM 205 1501 HAM 

Percentage (%80) 

SPAM HAM 
 

0.738 

SPAM HAM 
 

0.847 619 383 SPAM 824 178 SPAM 

142 856 HAM 126 872 HAM 

10000+10000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.758 

SPAM HAM 
 

0.863 6350 3650 SPAM 8347 1653 SPAM 

1196 8804 HAM 1087 8913 HAM 

Percentage (%66) 

SPAM HAM 
 

0.756 

SPAM HAM 
 

0.861 5143 2136 SPAM 2846 548 SPAM 

6800 399 HAM 396 3010 HAM 

Percentage (%80) 

SPAM HAM 
 

0.764 

SPAM HAM 
 

0.864 1304 715 SPAM 1701 318 SPAM 

230 1751 HAM 228 1753 HAM 
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Table 25-The Results for Word2Vec F-Measures to 5000&10000 data sets between 

SVM (RBF & POLY) 

Data Sets Test Type SVM (RBF) SVM (POLY) 

5000+5000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.929 

SPAM HAM 
 

0.960 4612 388 SPAM 4844 156 SPAM 

322 4678 HAM 242 4758 HAM 

Percentage (%66) 

SPAM HAM 
 

0.927 

SPAM HAM 
 

0.956 1535 159 SPAM 1631 63 SPAM 

114 1592 HAM 85 1621 HAM 

Percentage (%80) 

SPAM HAM 
 

0.921 

SPAM HAM 
 

0.959 909 93 SPAM 969 33 SPAM 

66 932 HAM 50 948 HAM 

10000+10000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.940 

SPAM HAM 
 

0.963 9480 520 SPAM 9712 288 SPAM 

673 9325 HAM 459 9541 HAM 

Percentage (%66) 

SPAM HAM 
 

0.936 

SPAM HAM 
 

0.959 3212 182 SPAM 3295 99 SPAM 

254 3152 HAM 181 3225 HAM 

Percentage (%80) 

SPAM HAM 
 

0.940 

SPAM HAM 
 

0.963 1921 98 SPAM 1971 48 SPAM 

144 1837 HAM 99 1882 HAM 
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Table 26-The Results for Word2Vec F-Measures to 5000&10000 data sets between 

J48 & RF 

Data Sets Test Type J48 Random Forest  

5000+5000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.868 

SPAM HAM 
 

0.956 4347 653 SPAM 4855 173 SPAM 

669 4331 HAM 272 4728 HAM 

Percentage (%66) 

SPAM HAM 
 

0.849 

SPAM HAM 
 

0.950 1432 262 SPAM 1636 58 SPAM 

253 1453 HAM 112 1594 HAM 

Percentage (%80) 

SPAM HAM 
 

0.851 

SPAM HAM 
 

0.951 864 138 SPAM 963 39 SPAM 

161 857 HAM 60 938 HAM 

10000+10000 

Cross Validation 

(10 Folds) 

SPAM HAM 
 

0.880 

SPAM HAM 
 

0.962 8835 1165 SPAM 9681 319 SPAM 

1228 8772 HAM 443 9557 HAM 

Percentage (%66) 

SPAM HAM 
 

0.871 

SPAM HAM 
 

0.955 2962 432 SPAM 3276 118 SPAM 

448 2958 HAM 191 3215 HAM 

Percentage (%80) 

SPAM HAM 
 

0.872 

SPAM HAM 
 

0.958 1782 237 SPAM 1955 64 SPAM 

275 1706 HAM 105 1876 HAM 

 

  



53 

 

 

 
Figure 22-F-Measure comparison to 300 ham and 300 spam between NB, BN, SVM 

(RBF, POLY), and J48 & RF algorithms 

As seen on Figure 22, the best score is the Percentage %80 result of the SVM (Poly) 

algorithm with 300 ham + 300 spam data. 

 
Figure 23-F-Measure comparison to 500 ham and 500 spam between NB, BN, SVM 

(RBF, POLY), and J48 & RF algorithms 

As seen on Figure 23, the best score is the Percentage %80 result of the SVM (Poly) 

and Random Forest algorithm with 500 ham + 500 spam data. 
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Figure 24-F-Measure comparison to 1000 ham and 1000 spam between NB, BN, 

SVM (RBF, POLY), and J48 & RF algorithms 

As seen on Figure 24, the best score is the Percentage %66 result of the SVM (Poly) 

algorithm with 1000 ham + 1000 spam data. 

 
Figure 25-F-Measure comparison to 2000 ham and 2000 spam between NB, BN, 

SVM (RBF, POLY), and J48 & RF algorithms 

As seen on Figure 25, the best score is the Percentage %80 result of the SVM (Poly) 

algorithm with 2000 ham + 2000 spam data. 
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Figure 26-F-Measure comparison to 5000 ham and 5000 spam between NB, BN, 

SVM (RBF, POLY), and J48 & RF algorithms 

As seen on Figure 26, the best score is the 10 Folds result of the SVM (Poly) 

algorithm with 5000 ham + 5000 spam data. 

 
Figure 27-F-Measure comparison to 10000 ham and 10000 spam between NB, BN, 

SVM (RBF, POLY), and J48 & RF algorithms 

As seen on Figure 27, the best score is the Percentage %80 and 10 Folds result of the 

SVM (Poly) algorithm with 10000 ham + 10000 spam data. 
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4.4 Test Results 

 As a result of this research, it is observed that the Random Forest algorithm is more 

successful in weighted TF-IDF vector representation in terms of its success results. 

SciKit Learn tool accuracy is high or comparable to the results of the other vector 

representations. The results obtained by Word2Vec are more successful using SVM 

(Poly) classification algorithm. 
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CHAPTER 5 

CONCLUSION 

In this thesis, the performance comparison of ML algorithms using different vector 

representations of emails are observed and analyzed. The methods for vectorization 

we used are Weighted TF_IDF, SciKit Learn based on TF-IDF and Gradient 

Boosting, and finally Word2Vec. We tested the best performing ML algorithms for 

classification using these vector representations for email classification. We applied 

these algorithms to different sets of data being divided into test and train data 

segments. We use Naive Bayes, Bayesian Network, Radial Based Function and 

Polynomial for Support Vector Machine, J48 tree and Random Forest algorithms. 

When we look at the results obtained, we have observed that the best and most 

successful algorithm is SVM (Poly). Based on our experimental results we conclude 

that Word2Vec provides better results using the vectors created by the methods used 

here for vector generation.  

 

As for future study, better and more successful vector generation with big data can be 

applied in relation with Word2Vec vectors. Besides, using more emails (big data), 

better accuracy can be achieved. In addition, suitable algorithms can be selected and 

merged to improve the success rate of the spam detector as in ensemble learning 

methods. 
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