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ABSTRACT 

 

EVALUATING THE RELATIONSHIP BETWEEN CONCRETE STRENGTH 

AND MIX DESIGN PROPERTIES USING ARTIFICIAL NEURAL 

NETWORK (ANN) HYBRID ALGORITHMS 

 

 

KEFELİ, Sinan 

M.Sc., Department of Civil Engineering 

Supervisor: Assist. Prof. Dr. Seda YEŞİLMEN 

 

June 2019, 65 pages 

 

 

In this thesis, accurate prediction of concrete strength was investigated by using 

artificial neural network hybrid algorithms. To hybridize and tune ANN models, 

Particle Swarm Optimization was implemented. Optimization process was conducted 

step by step up to reaching predictions at a high level of accuracy. Activation functions, 

numbers of neuron in hidden layers, initial learning rate, solver and learning rate were 

subjected to optimization. 
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ÖZ 

 

BETON DAYANIMI VE KARIŞIM TASARIMI ÖZELLİKLERİNİN YAPAY 

SİNİR AĞI HİBRİT ALGORİTMALARI KULLANILARAK 

DEĞERLENDİRİLMESİ 

 

 

KEFELİ, Sinan 

Yüksek Lisans, İnşaat Mühendisliği Anabilim Dalı 

Tez Yöneticisi: Dr. Öğr. Üyesi Seda YEŞİLMEN 

 

Haziran 2019, 65 sayfa 

 

 

Bu tezde, beton dayanımının doğru ve kesin tahmini yapay sinir ağı (YSA) hibrit 

algoritmaları kullanılarak incelenmiştir. YSA modellerini hibritleştirmek ve ayarlarını 

yapmak için Parçacık Sürü Optimizasyonu (PSO) kullanılmıştır. Optimizasyon süreci 

yüksek bir doğruluk seviyesindeki tahminlere ulaşıncaya kadar adım adım 

yürütülmüştür. Aktivasyon fonksiyonları, gizli katmanlardaki nöron sayıları, başlangıç 

öğrenme oranı, çözümleme algoritması ve öğrenme oranı optimizasyona konu 

edilmiştir. 

 

 

Anahtar Kelimeler: Yapay Sinir Ağı, Parçacık Sürü Optimizasyonu, Beton Dayanımı 

Tahmini, Hibrit Algoritmalar 
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CHAPTER 1 

 

INTRODUCTION 

 

 Strength of concrete depends on not only a few, but many factors such as mix 

design, curing conditions and mixing conditions, transporting, placing and testing [1], 

[2]. This is the reason for a will to have a complete model for concrete strength 

prediction. There has been many studies for proposing strength prediction [3], [4]. 

Predicting concrete strength with artificial neural network (ANN) models is more 

convenient in terms of accuracy since ANN models outperforms models on regression 

analysis or ANNs are more useful for practical purposes than mathematical models 

and observing changes in strength occurred by changes in mix design is very easy [2], 

[5]. 

 Without the need for testing, having the advantage of the use of previous 

experiment, predicting concrete strength with ANN is a great advantage for many 

applications in civil engineering and for all parties involved in the process of 

designing, constructing, controlling and maintaining [2], [6]. 

 The purpose of the thesis is to propose a strong method for predicting strength 

concrete and establish a foundation for future work in understanding the behavior of 

concrete as one of the most important materials in civil engineering.  

 The thesis comprises of 4 chapters including information about background of 

artificial neural networks, machine learning theory, metaheuristics and specifically 

Particle Swarm Optimization (PSO), methods that was used in the thesis and results of 

the methods. Conclusions and references are also provided.  

 Background chapter gives information about artificial neural networks, brief 

history of networks, ANN architecture, artificial neuron definition, activation 

functions, feedforward backpropagation, overfitting and underfitting, regularization, 
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learning algorithms, learning paradigms, applications of ANNs, particularly strength 

prediction with ANN, metaheuristics, PSO and hybrid intelligence with PSO. 

Methodology chapter includes medium of the study, dataset used, performance 

indicators used, steps of ANN optimization with PSO and the results of the methods. 

Conclusion chapter explains what is proposed in the thesis and underline the important 

points of the thesis. In the end, references are listed. 
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CHAPTER 2 

 

BACKGROUND 

 

2.1. Artificial Neural Network (ANN) 

Artificial neural network (ANN) is a mathematical/computational model that 

emulate biological neural network, which is composed of interconnected set of 

artificial neurons that are the basic processing unit where computation occurs to 

answer challenging questions arisen in life in numerous areas [7]–[11]. An example 

ANN architecture is given in Fig. 1 below. 

 

Figure 1: An Example ANN Architecture 

Warren McCulloch and Walter Pitts stated the first ANN model and explained 

how neurons in brain function  in 1943 [12]. They proposed a binary model in which 

neurons can only be on or off. Donald Hebb wrote a book named “The Organization 

of Behavior: A Neuropsychological Theory” stating that neural pathways are 

strengthened on time each time they are used [13]. This book established “Hebbian 
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Learning”. Frank Rosenblatt was the first to compose an ANN and reached 

“perceptron” which assigned and updated weights therefore reduced error [14]. In 

1960, Bernard Widrow and Marcian Hoff introduced two models named “ADALINE” 

and “MADALINE” which stands for adaptive linear element and multiple adaline [15]. 

Marvin Minsky is worth noting in the background of artificial intelligence and 

perceptrons. In 1954, he contributed to the related research with a doctorate 

dissertation named “Theory of Neural-Analog Reinforcement Systems and its 

Application to the Brain-Model Problem”. In 1969, Marvin Minsky and Seymour 

Papert published a book named “Perceptrons: An Introduction to Computational 

Geometry” [16]. The book caused the curiosity on neural networks to decrease  due to 

the claim of the limitations of perceptrons [17]. In 1982, John Hopfield published a 

paper opening a new and fresh look into artificial intelligence (AI), the paper renewed 

the interest to AI [18]. After his paper, neural networks became more popular and 

interests on AI started to grow. 

ANNs comprise of layers which are named input layer, hidden layer(s) and 

output layer(s). Input layer takes data into network to transmit it to next layer for 

further processing. Hidden layer takes data from previous layer to process it in neurons 

to assign weights and compute the results of activation functions and transmit this 

result further to another hidden layer or to output layer [19]. 

Artificial neurons, neurons in short, mimics the function of biological neurons 

in brain. Neurons have three missions: multiplication, summation and activation; 

which be explained in a wider perspective. Inputs are assigned weights individually 

and they are multiplied with each other. After the “multiplication”, weighted inputs 

are summed and bias is added, which is called “summation”. The next mission is 

“activation”: neurons apply an activation function to the sum of weighted inputs and 

bias to convert to an output activation and decide whether a signal is activated or not, 

or activation yields a value depending on the selection of activation function [7], [8]. 

An example artificial neuron is illustrated in Fig. 2. 
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Figure 2: An Artificial Neuron  

The mathematical relationship between weights, biases and activation function 

in a neuron or node is formulized in eq. 1 and eq. 2 as follows: 

 

𝑧 = (∑ ai ∗ wi

𝑁

𝑖

) + 𝑏                                                                                                            (1) 

 

𝑓(𝑧) = 𝑎𝑜𝑢𝑡                                                                                                                              (2) 

    

where ai is the input from ith input feature, wi is the weight assigned to the ith input 

feature, z is the weighted sum, f is the activation function, aout is the output of the 

neuron and b is the bias. Bias is the term added to the weighted sum, which makes the 

operations of the neurons much more flexible and versatile [20].  

Output of a neuron differs as discrete or continuous due to the selection of 

activation function. For instance, Heaviside step function results in binary-valued 

output whereas sigmoid function produces output values between 0 and 1. Activation 

functions are the functions for nodes which get input signals and emit output signals 
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that will be used as input signals at other nodes in next layer. Some of the most widely 

used activation functions are linear function, relu, sigmoid and tanh [21], [22]. 

Architecture or topology is how neurons are connected to one another, which 

can occur in many ways as it can be divided into two sub-groups: feedforward (acyclic) 

and recurrent (semi-cyclic) artificial neural networks. 

In a feedforward backpropagation neural network, information flow from the 

input layer to the output layer from one layer to the next in a sequence, during this 

phase which is called forward propagation, outputs of neurons are computed and 

transmitted to the next unit that will take it as an input. After this phase of forward 

propagation, back propagation comes, where errors are computed in the reverse 

direction of forward propagation in a sequence from output layer to input layer [10]. 

At this point, it should be explained what error means. Error should be measured in a 

way to describe the difference between predictions and actual (real or experimental) 

values of data.  

In a three-layer feedforward artificial neural network, which has an input layer, 

a hidden layer and an output layer, neurons in input layer takes data into network to 

transmit it to next layer which is hidden layer for further processing. Neurons in hidden 

layer takes data from neurons in input layer and assign weights individually to inputs, 

multiply with these weights and inputs and add bias to them. After the abovementioned 

“multiplication” and “summation” phases, neurons in hidden layer apply an activation 

function to the sum of weighted inputs and bias to pass a signal to the next layer, that 

is output layer. It is worth noting that information processing in one layer occurs at the 

same time rather than in a sequence, this phenomenon is called parallel processing or 

massive parallelism that provides great advance comparing to conventional sequential 

processing [8]. 

One of the main advantages of ANNs is to be the universal approximator, 

which means that ANNs are able to approximate any random function with any desired 

level of accuracy. Moreover, ANNs can be employed to a problem that has not an 

empirical model at all and ANN extracts the relationship hidden in data, which is called 

learning or training the data [22]–[24].  
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Accuracy is the degree or success to predictions of experimental results. 

Accuracy is measured with error between predicted values and experimental (actual) 

values. Assessing accuracy of a model is a very important issue in regression, machine 

learning and specifically ANN applications. To achieve this, dataset to be used is 

divided into different subsets: training, validation and test sets. As the names imply, 

training data is portion of data in which learning process happens. After having a 

model obtained, the model is tuned to get better predictions over various datasets. The 

portion of the dataset to be used to tune the model is validation data. It is separated 

from training set and only used to tune the model. There is a necessity to evaluate 

models on separate sets of data to have unbiased measure of accuracy [25]. Therefore, 

the model should be evaluated, namely tested with a different dataset that is held 

separate from training. This is test data. 

When a model fits training data too well, error computed with that model 

becomes too small. However, when this “too good” model is tested with another set of 

data that is test data, it has a larger error than the one with training data. This is called 

overfitting. Overfitting means that the model obtained with training data fits training 

data too well, but it is not able to make good predictions on other sets of data. 

In order to avoid overfitting; ANN architecture can be shrunk, model can be 

trained to a smaller number of epochs or regularization term can be implemented to 

cost function. The purpose of the regularization term is to apply a penalty to high 

values of weights [26]. General form of regularization for cost function is given in eq. 

3 below [27]. 

 

(
𝑅𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑒𝑑 
𝑐𝑜𝑠𝑡 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛

) = (
𝐸𝑚𝑝𝑟𝑖𝑐𝑎𝑙

 𝑐𝑜𝑠𝑡 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛
) + (

𝑅𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛
 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟

) ∗ (𝑅𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑒𝑟)    (3) 

 

Two common methods of regularization are explained here. Regression model 

which an L1 regularization term was added is called Lasso (Least Absolute Shrinkage 

and Selection Operator) Regression as it can be seen in eq. 4. If an L2 regularization 

term is added to cost function, model is called Ridge Regression as shown in eq. 5.  
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∑(𝑦𝑖

𝑛

𝑖=1

− ∑(𝑥𝑖𝑗𝑤𝑗)2

𝑝

𝑗=1

+ λ ∑ |𝑤𝑗|                                                                            (4)

𝑝

𝑗=1

 

∑(𝑦𝑖

𝑛

𝑖=1

− ∑(𝑥𝑖𝑗𝑤𝑗)2

𝑝

𝑗=1

+ λ ∑ 𝑤𝑗
2

𝑝

𝑗=1

                                                                             (5) 

 

A learning algorithm is a systematic process to obtain patterns in data to fit a 

model to transform data from input to output [28]. In ANNs, there is a need to choose 

a learning algorithm to train a network. Among a diverse collection learning 

algorithms, one can be chosen according to the nature of problem. Artificial neural 

networks generally use a modified form of gradient descent algorithm, which is quite 

straight forward with the usage of derivative of cost function [9]. 

In ANN models, miscellaneous algorithms can be used. Among a diverse 

alternatives including Levenberg–Marquardt, Broyden-Fletcher-Goldfarb-Shanno 

(BFGS) Quasi Newton, limited memory BFGS (L-BFGS), One step secant, Bayesian 

regularization ad Gradient descent; L- BFGS and Gradient descent are examined for 

this study since those are two of the most effective, accurate and widely used 

algorithms. 

L-BFGS was introduced by Nocedal [29]. The difference between BFGS and 

L-BFGS methods is the update in the matrix. Corrections of the matrix are stored and 

when the maximum number of corrections is reached, the oldest one is deleted and the 

newest one is added. L-BFGS method algorithm is given in equations 6-13 as follows 

[30]: 

Let xk denotes iterates, sk=xk+1-xk and yk=gk+1-gk.  

𝐻𝑘+1 = 𝑉𝑘
𝑇𝐻𝑘𝑉𝑘 + 𝜌𝑘𝑠𝑘𝑠𝑘

𝑇                                                                                                    (6) 

where  𝜌𝑘 =
1

𝑦𝑘
𝑇𝑠𝑘

                                                                                                                     (7)            

and  𝑉𝑘 = 𝐼 − 𝜌𝑘𝑦𝑘𝑠𝑘
𝑇                                                                                                              (8) 

Step 1: Determine x0, m, 0 <β' <1/2, β'<β<1 and a symmetric and positive definite 

starting matrix H0. Set k = 0. 

Step 2 



9 

 

𝑑𝑘 = − 𝐻𝑘𝑔𝑘                                                                                                                           (9) 

𝑥𝑘+1  =  𝑥𝑘  +  𝛼𝑘𝑑𝑘                                                                                                            (10) 

 

where αk satisfies the Wolfe conditions: 

𝑓(𝑥𝑘 + 𝛼𝑘𝑑𝑘) ≤ 𝑓(𝑥𝑘) + 𝛽′𝛼𝑘𝑔𝑘
𝑇𝑑𝑘                                                                               (11) 

𝑔(𝑥𝑘 + 𝛼𝑘𝑑𝑘)𝑇𝑑𝑘 ≥ 𝛽𝑔𝑘
𝑇𝑑𝑘                                                                                              (12) 

αk=1 at first 

Step 3 Update H0 �̂� + 1 times using the pairs {𝑦𝑗 , 𝑠𝑗}𝑗−�̂�
𝑘 ,  

𝐻𝑘+1 = (𝑉𝑘
𝑇 … 𝑉𝑘−�̂�

𝑇 )𝐻0(𝑉𝑘−�̂� … 𝑉𝑘)

+ 𝜌𝑘−�̂�(𝑉𝑘
𝑇 … 𝑉𝑘−�̂�+1

𝑇 )𝑠𝑘−�̂�𝑠𝑘−�̂�
𝑇 (𝑉𝑘−�̂�+1 … 𝑉𝑘)

+ 𝜌𝑘−�̂�+1(𝑉𝑘
𝑇 … 𝑉𝑘−�̂�+2

𝑇 ) + 𝑠𝑘−�̂�+1𝑠𝑘−�̂�+1
𝑇 (𝑉𝑘−�̂�+2 … 𝑉𝑘) …

+ 𝜌𝑘 𝑠𝑘𝑠𝑘
𝑇                                                                                                      (13) 

where  �̂� = 𝑚𝑖𝑛{𝑘, 𝑚 − 1}. 

Step 4 

𝑆𝑒𝑡 𝑘: =  𝑘 +  1 𝑎𝑛𝑑 𝑔𝑜 𝑡𝑜 𝑆𝑡𝑒𝑝 2.  

 

Gradient descent minimizes selected cost function which is a function of 

weights of neural network. It updates weights according to gradient of cost function. 

It is a first order optimization algorithm which means that it only takes into account 

the first derivative whereas there are second order algorithms that use the second 

derivative [31], [32].  

There are three variants of gradient descent algorithm according to the amount 

of data used and a balance should be provided between the accuracy and the time to 

compute. These variants are Batch Gradient Descent (eq. 14), Stochastic Gradient 

Descent (SGD) (eq. 15) and Mini-Batch Gradient Descent (eq. 16). 

𝑤 = 𝑤 − 𝜂 ∗ 𝛻𝑤𝐽(𝑤)                                                                                                           (14) 

𝑤 = 𝑤 −  𝜂 ∗ 𝛻𝑤𝐽(𝑤; 𝑥(𝑖); 𝑦(𝑖))                                                                                        (15) 

𝑤 = 𝑤 −  𝜂 ∗ 𝛻𝑤𝐽(𝑤; 𝑥(𝑖:𝑖+𝑛); 𝑦(𝑖:𝑖+𝑛))                                                                           (16) 
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where w is weight, η is learning rate (step size), x and y are training examples, and J is 

cost function. 

Also, there are different gradient descent optimization algorithms that can be 

implemented according to the nature of the problem for various challenges for 

convergence. These are can be listed as follows: Momentum, Nesterov-accelerated 

gradient, Adagrad, Adadelta, RMSprop, Adam, AdaMax, Nadam [31]. 

In this study, Adam is also examined as an option to be selected as a type of 

solver to train models. Adam is a first order optimization algorithm for stochastic 

objective functions, which needs little memory and was proposed by Kingma and Ba 

[33]. It actually benefits the advantages of two methods: AdaGrad [34] and RMSProp 

[35]. The name, Adam refers to adaptive moment estimation, which explains the 

computation of adaptive learning rates that comes from first and second moments of 

the gradients. Algorithm for Adam is as follows:  

𝑚0 ← 0 

𝑣0 ← 0 

𝑡 ← 0 

while θt not converged  

𝑡 ← 𝑡 +  1 

𝑔𝑡 ← 𝛻𝜃𝑓𝑡(𝜃𝑡 − 1) (Obtain gradients w.r.t. function f at timestep t) 

𝑚𝑡 ← 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝑔𝑡 (Update biased first moment estimate) 

𝑣𝑡 ← 𝛽2𝑣𝑡−1 + (1 − 𝛽2)𝑔𝑡
2  (Update biased second raw moment estimate) 

�̂�𝑡 ← 𝑚𝑡/(1 − 𝛽1
𝑡)  (Compute bias-corrected first moment estimate) 

𝑣𝑡 ← 𝑣𝑡/(1 − 𝛽2
𝑡) (Compute bias-corrected second raw moment estimate) 

𝜃𝑡 ← 𝜃𝑡−1 − 𝛼 ∙ �̂�𝑡/√ 𝑣𝑡+ε  (Update parameters) 

end while  

return  θt 



11 

 

where α is step size, β1, β2 ∈ [0, 1) are exponential decay rates for the moment 

estimates, f(θ) is stochastic objective function with parameters θ, θ0 is initial parameter 

vector, 𝑔𝑡
2 is the elementwise square of 𝑔𝑡 ⊙ 𝑔𝑡. Default values of α, β1, β2 and ε are 

0.001, 0.9, 0.999 and 10-8, respectively. 

In the neural networks, weight matrix W keeps all the information in itself and 

learning can be defined as identifying the weights corresponding to the interconnection 

between neurons [9]. There are three significant types of learning paradigms: 

supervised, unsupervised, reinforced learning. 

Supervised learning is a technique for machine learning to determine weights 

of an artificial neural network. Weights to be set are determined by training data which 

is composed of inputs and target values [7]. The concept of supervised learning is 

involved with finding a function from domain to target, namely from data to 

prediction. In the search of mapping that is led by data, cost function is difference 

between prediction figured out from mapping and actual values in data [9]. Supervised 

learning is used to solve problems that can be sub-divided into two groups: regression 

where output is a real number as an approximation and classification where output is 

a category [7], [9]. 

In unsupervised learning, unlike supervised learning, datasets are not labeled 

therefore network itself figure outs the patterns hidden in data among variables [7], 

[11]. Clustering is the most well-known application of unsupervised learning paradigm 

in a way that examples in a dataset are separated into different groups according to 

their similarities [36]. Unsupervised learning takes only independent variable matrix 

into account whereas supervised learning employs independent with dependent matrix, 

which makes a major difference between supervised learning [37]. 

As another paradigm of machine learning, in reinforcement learning, data is 

not given to artificial neural network. In the absence of training data, it is generated by 

an agent’s interactions with environment to take actions to maximize long-term, 

namely cumulative reward. Discovering a policy is the principal target for what actions 

are to be taken to minimize the long-term (cumulative) cost due to usually unknown 

dynamics although dynamics of environments are not known but can be estimated in 
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some way. Environment can be described as Markov decision process (MDP) [7], [9], 

[38]. 

Artificial neural networks are used in a broad range of different disciplines. 

According to the complexity of a problem, network model should be adjusted to get 

satisfying results. For a complex and specific task, a simple model yields a weak and 

inaccurate results while using a complex model for a simple task ends up with 

overfitting, not learning. Experience plays a key role for adjusting ANN topology and 

configuration to get potent results [7]. 

Real-life applications of artificial neural networks cover wide range of areas 

for various purposes. The purposes of applications for accounting and finance, health 

and medicine, marketing, data mining, manufacturing and different branches of 

engineering and other many forecasting problems can be listed and grouped as: 

function approximation or regression analysis; classification problems like pattern 

recognition (radar systems, face identification, object recognition etc.) and sequence 

recognition (gesture, speech, handwriting recognition), novelty detection, and 

sequential decision-making; data processing for filtering, clustering, blind source 

separation, and compression; robotics in directing manipulators and computer 

numerical control [9], [39]. In the literature, there miscellaneous applications of ANN 

models, such as predicting the success of  MBA students [40], forecasting travel 

demand [41], production scheduling decision making [42], predicting accident 

frequency [43]. ANN applications related to construction materials, specifically 

concrete and concrete strength prediction is examined under a separate section. 

 

 2.2. Strength Prediction with ANN 

ANN is one of the most effective and accurate methods, although there are 

different ways to predict strength of concrete [44]. Strength prediction with ANN has 

the potential to eliminate the necessity of destructive tests which are costly and time-

consuming. Being able to know or at least meaningfully predict the strength of 

concrete without a destructive test is a great advantage to adjust mix designs of various 

types of concrete. 
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In the literature there are many studies about predicting different types of 

strength for various types of concrete from normal concrete to high performance 

concrete or from self-compacting concrete to engineered cementitious composites. 

In the cases mentioned here, there are differences in the architecture or types 

of ANNs. Also studies differ from each other in terms of activation function used. 

While some studies use linear equations, some studies benefits the advantages of tanh 

function and the others prefer sigmoid or relu. Naturally, studies have different datasets 

and input parameters such as mix design parameters or environmental conditions 

included in the input layer differ according to the relationships examined in the 

problem. In literature, there are numerous studies about property prediction with ANN 

models. In this thesis, strength prediction with ANN was reviewed and a part of leading 

examples were included. 

In [5], an ANN model was composed and strength of high performance 

concrete was aimed to be predicted and the results were compared to the experiment 

results obtained in the laboratory. Satisfying results were obtained with 8 input 

features. The study showed that ANN models performed better than regression models. 

Indicating the relationship between predicted values and actual values ANN models 

provided R2 scores in the range of 0.814- 0.922 whereas regression models obtained it 

in the range of 0.432-0.584 on the test data. 

In [45], researchers proposed to build a multi-layer feed-forward neural 

network model that predicted 28-day compressive strength of concrete. In the study, 

11 input features involved which were grade of cement, water/cement ratio, water 

content, cement content, maximum size of coarse aggregate, fine module of sand, 

sand/aggregate ratio, aggregate/cement ratio, slump, effect of admixtures and content 

of admixtures. The data used in the study was in two batches. In the first batch 

collected from literature, the maximum relative percentage error obtained was 5.86. 

The second batch of data was obtained from a mixing plant. In the second batch, the 

maximum relative percentage error was 12.81. 

In [2], the researcher brought a new vision to predicting idea since he detected 

a difficulty to predict the strength of concrete at the same model for different ages of 

concrete when a single ANN model was used if the curing temperature of a day 

changed. To overcome this difficulty, the single ANN model was broken into pieces 
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according to the age of concrete. The study showed that all test patterns used provided 

the accuracy with the averaged R2 scores above 0.9. 

In [46], prediction of concrete strength was provided by the values  of 

ultrasonic velocity and some mixture features. A multi-layered feed-forward neural 

network was constructed. Strength was predicted according to the features: amount of 

aggregate, nominal maximum, aggregate size, aggregate type, shape of aggregate and 

ultrasonic velocity. Coefficient of determination (R2) of the ANN models proposed are 

0.80, 0.84 and 0.90. 

In [47], light weight concrete was the subject for strength prediction. Two ANN 

models that were feed-forward back propagation (BP) and cascade correlation (CC) 

were constructed to predict the strength values after 3, 7, 14, and 28 days of curing. As 

input parameters, 8 features of concrete were used, which were sand, water/cement 

ratio, light weight fine aggregate, light weight coarse aggregate, silica fume used in 

solution, silica fume used in addition to cement, superplasticizer, and curing period. 

The paper also provided information of ANN models according to the number of 

neuron in the hidden layers: as a trend, the graph demonstrated that as number of 

neurons increases, errors in predictions decreased to a point and then increased again. 

On the test data, models had absolute errors in the range of 0.042- 9.132 %. 

In [6], compressive strength prediction of  self-compacting concrete (SCC) and 

high performance concrete (HPC) with high volume fly ash was aimed. The 

researchers used the available data in the literature on SCC with normal volume since 

there was not adequate amount of data on SCC with high volume. Also, they used the 

same data to predict the strength of HPC.  The study also aimed to predict slump flow 

of SCC. The ANN models included 10 input parameters which were cement content 

and ratios of water/cement, water/binder, water/powder, fine aggregate/powder, coarse 

aggregate/powder, high range water reducer/powder, VMA/powder, fly ash/binder and 

silica/binder where VMA was viscosity modifying admixture. The study used 300 

rows of data, 270 of which were employed as the training data and the rest of it was 

the test data. R2 scores for compressive strength of SCC, slump flow, compressive 

strength of HPC were 0.91, 0.82 and 0.84, respectively. 

In [48],  the researchers proposed a model to predict the compressive strength 

of recycled aggregate concrete. The model consisted of 14 input parameters, 1 hidden 
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layer with 16 neurons and an output layer with 1 output, with 168 instances of data, 

which was obtained from literature. The study showed that ANN were able to 

accurately predict the strength of recycled aggregate concrete. R2 score, RMSE and 

mean absolute percentage error (MAPE) on the test data were 0.9955, 3.6804 and 

1.6777, respectively. 

One of the applications of ANN models was on the purpose to predict the 

compressive strength of fiber reinforced polymer (FRP)-confined concrete [49]. In the 

study, 213 instances of data were collected from various studies over years. The dataset 

was sub-divided into three portion: training data, validation data and test data. 

Learning algorithm of the models was Levenberg–Marquardt. The model architecture 

included 6 input parameters with one layer of hidden layer that had different number 

of neurons for different models trained. Input parameters consisted of diameter of the 

circular concrete specimen, height of the circular concrete specimen, the total 

thickness of FRP, the tensile strength of the FRP in the hoop direction, the compressive 

strength of the unconfined concrete and the elastic modulus of FRP. When it comes to 

comparing ANN models with empirical models, the study stated that the selected ANN 

model to predict compressive strength demonstrated an average error of 10 % whereas 

the models of Matthys et al. [50], Lam and Teng [51] and Mander et al. [52] showed 

average errors of 10.9%, 16.3%, and 16.5%, respectively with the randomly selected 

113 data. Additionally, the percentage of the predicted values in the range of ±20 was 

more than 90, while it was less than 80% with the other models abovementioned. 

In [53], modeling compressive strength of  expanded polystyrene (EPS) bead 

lightweight concrete was examined with three methods: regression, ANN and adaptive 

network-based fuzzy (ANFIS). A dataset with 75 instances was used, which was 

divided into 64 and 11 as the training and the test data, respectively. The study 

indicated that ANN performed better when compared to regression and ANFIS. On 

test data, correlation factor (CF) and root means square (RMS) were obtained as 

0.9783 and 3.4053, respectively with an ANFIS model while ANN reached 0.9937 and 

1.9302.  

Compressive strength of different types of concrete has been subjected to ANN 

models. An interesting example of that was the study conducted on concrete containing 

construction and demolition waste [54]. For this type of concrete, compressive 



16 

 

strengths at age of 3, 7, 28 and 91 days were predicted with ANNs with 17 input 

features. In the study, it was stated that the experimental test results were close to those 

obtained by ANN models. It was given that the percentage of data having an error of 

7.5% or less was 60%. For both training and test dataset, ANN models showed R2 

scores of 0.928 and 0.971 for training and test data, respectively. 

ANN models has been continuously compared to other techniques in many 

articles. In [55], ANN models were compared to multiple linear regression model 

(MLR) and adaptive neuro-fuzzy inference system (ANFIS) with a dataset of 173 

samples. Having a detailed explanation in the paper, it was indicated that ANN and 

ANFIS models had the capability of predicting 28 days compressive strength of 

concrete whereas MLR models were not as successful as the others due to the non-

linearity of the problem.  In comparison, MLR, ANFIS and ANN models reached R2 

scores of 0.7456, 0.8212 and 0.9226 for predicted values vs. actual values on the test 

data. 

 

 2.3. Metaheuristics 

Before the definition of metaheuristics, it is necessary to point out the meaning 

of the word itself. Meta means beyond or identifying something higher and heuristic 

means search, discover or find. Metaheuristics are optimization algorithms inspired 

from nature [56], [57]. Those algorithms are intended to be used to reach a solution 

below a tolerance for relatively short time [58]. However, it is not certain that to find 

an optimal solution with metaheuristic algorithms. Metaheuristics can provide 

different benefits. They are adaptable to different kind of problems in many ways. 

Inspirations behind metaheuristic algorithms have a broad range from flocking of birds 

or behavior of fireflies to cooling of a crystalline solid while some of those do not have 

such a background [58].  

Metaheuristics have two main features in terms of algorithm behavior:  

intensification and diversification. Intensification refers to a concept for algorithm to 

search a solution locally while knowing that the region has already a solution that is 

good enough. Diversification, as the name implies, refers to breed miscellaneous 

solutions globally in solution space [59].  



17 

 

When it comes to classification of metaheuristic algorithms, they can be 

grouped due to the technique they discover an optimal solution after they assess 

candidate solutions from a pool of all solutions. There are three types of metaheuristics 

that can be named: local search, constructive and population-based algorithms. 

Moreover, as a fourth class of algorithms, there are various hybrid type algorithms that 

integrate assorted inspirations. Logic behind the class of local search algorithms is that 

finding an optimal solution takes place by iterating an only solution for many times 

and making small modifications on it. Simulated annealing can be an example of this 

class, which imitates the cooling of a crystalline solid. When an algorithm is not 

improving a candidate solution to get an optimal solution, but construct it by adding 

elements to a partial solution, this is called a constructive algorithm. Ant colony 

optimization (ACO) is an example for this class of algorithms. Population-based 

algorithms, one of which is Particle Swarm Optimization implemented in this study, 

discover candidates of optimal solution by integrating other candidate solutions from 

a pool of possible solution which is generally named swarm. 

 

2.3.1. Particle Swarm Optimization (PSO) 

Particle Swarm Optimization (PSO) has been considered one of the best 

optimization techniques as a result of convergence capability, easy implementation 

and adoption and strong robustness [60]. PSO was first introduced by Kennedy and 

Eberhart in 1995, which imitates the social behavior of bird or fish (particle) flocking 

[61]. ANN and PSO application in engineering are well-known with a variety of 

studies in different aspects.  

A candidate solution to the optimization problem corresponds to each particle 

in the swarm.  In the algorithm, particles with n-dimensional problem are given 

random positions and velocities, and the objective function of each particle at its 

current position is recorded. Based on the results, the best known position for the a 

particle, termed as individual best position (pbest), and the whole particles’ best-known 

position, which is called the global best position (gbest), can be located. The optimum 

solution is chased by combining pbest and gbest as they are updated by equations 17-20. 
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𝑉𝑖(𝑘 +  1) =  𝑤𝑉𝑖 (𝑘) + 𝑐1𝑟𝑎𝑛𝑑1 (𝑝𝑏𝑒𝑠𝑡,𝑖(𝑘) − 𝑋𝑖(𝑘))

+ 𝑐2𝑟𝑎𝑛𝑑2(𝑔𝑏𝑒𝑠𝑡(𝑘) −  𝑋𝑖(𝑘))                                                              (17) 

𝑋𝑖(𝑘 +  1) =  𝑋𝑖(𝑘) +  𝑉𝑖(𝑘 +  1)                                                                                  (18)                                                                    

𝑝𝑏𝑒𝑠𝑡(𝑘 +  1) = {
𝑋𝑖(𝑘 +  1), 𝐹(𝑋𝑖(𝑘 +  1)) <  𝐹 (𝑝𝑏𝑒𝑠𝑡,𝑖(𝑘))

𝑝𝑏𝑒𝑠𝑡,𝑖(𝑘), 𝐹(𝑋𝑖(𝑘 +  1)) ≥  𝐹 (𝑝𝑏𝑒𝑠𝑡,𝑖(𝑘))
                             (19) 

𝑔𝑏𝑒𝑠𝑡 =  𝑚𝑖𝑛{𝐹 (𝑝𝑏𝑒𝑠𝑡,0(𝑘), … , 𝐹 (𝑝𝑏𝑒𝑠𝑡,𝑛(𝑘))}                                                             (20) 

 

where i denotes particle index, k denotes iteration index, Vi represents velocity of the 

ith particle, and w represents inertia weight, rand1 and rand2 are the two random 

variables within [0, 1]. c1 and c2 are cognitive and social positive acceleration constants 

[61], [62]. 

The pseudo code of the procedure is as follows: 

randomly initialize population of particles 

       repeat 

for each particle i of the population do 

if  f(Xi(k))<f(pbest,i(k)) then 

  pbest,i(k)= Xi(k) 

end if 

If f(pbest,i(k))<f(gbest(k))then 

       gbest(k)= pbest,i(k) 

end if 

end for 

Update velocity and position of each particle according to eq. 17 and 18 until 

stop criteria being satisfied [61]. Flowchart of PSO algorithm is provided in Fig. 3 

below. 
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Figure 3: Flowchart of PSO algorithm 

 

2.3.2. Hybrid Intelligence with PSO 

Metaheuristics are used to hybridize models for fine tuning internal elements 

of ANNs. Particle Swarm Optimization (PSO) is used in many fields of engineering 

for making prediction and optimizing ANN parameters. Researchers from different 

areas have used various ways to hybridize artificial intelligence methods with PSO. 

Also, PSO has been used in different study areas of civil engineering. To give the 

examples of PSO implementation for different purposes, a few study will be 

mentioned. 
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Predicting outcomes of construction claims and litigation is one of those 

applications. In [63],  PSO was implemented into ANN to replace the back propagation 

algorithm. In this implementation, data was extracted and sorted out in years 1991 to 

2000 case to case and disputes and court decisions were linked to one another. As data, 

1105 sets of cases were used and splitted into 3 portions. 550 of those were used as 

training data, 275 as test data and 280 were used to validate the model. After 

conducting a sensitivity analysis, which was used to determine the most relevant input 

features; 13 case input features were selected such as type of contract, parties involve 

and late payment. Binary format was used to identify the features. If one of those 13 

features occurred in the case, the numerical value of occurrence is included as 1. If it 

did not occur, it took the value of 0. In the study, it was stated that the predictions made 

successfully were measured as up to 80 % while ANN with back propagation reached 

the prediction rate of 0.67 %. Additionally, the convergence speed was improved 33% 

as compared to ANN model with back propagation. 

In [64], support vector machines (SVMs) were used to predict the streamflows 

of Swan River and St. Regis River in Montana, United States. Parameters of SVMs 

were optimized with PSO. The results obtained with the PSO-SVM hybrid model were 

compared to artificial neural networks (ANNs) and autoregressive moving average 

model (ARMA). The PSO-SVM hybrid model forecasted the values of one month lead 

with the correlation coefficient (R) of 0.86 whereas ANN and ARMA predicted with 

R of 0.82 and 0.76, respectively. Also, the three methods were compared for the mean 

relative absolute peak prediction error. PSO-SVM forecasted the values of peaks with 

a mean relative absolute peak prediction error of 0.248, while ANN and ARMA model 

predicted the peak values with errors of 0.266 and 0.355, respectively. 

Another application of PSO-ANN model was the study [65]. In the study, 

maximum surface settlement (MSS) was predicted and the results were compared to 

the previously developed ANN model. Input features were horizontal to vertical stress 

ratio, cohesion and Young’s modulus. The study did not use validation data where the 

dataset was splitted into two parts as training data and test data with portions of %80 

and %20, respectively. The number of swarm particles was selected due to trial and 

error with the ANN model that had an architecture of 2-5-1, regarding that previously 

developed conventional ANN model had the architecture of 3-4-1. The comparison 
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showed that the PSO-ANN model was superior to ANN model. On the test data, the 

ANN model obtained the R2 score of 0.940 and the selected PSO-ANN model reached 

the R2 score of 0.968, which stated the superiority of hybrid PSO-ANN model as 

indicated in the study. 

Slope stability during an earthquake is one of the most important subjects in 

geotechnical engineering. In [66],  factor of safety on homogeneous slopes was 

predicted, which was predominantly affected by slope height, cohesion, peak ground 

acceleration, gradient and friction angle. The predictions were made by two intelligent 

systems: ANN and PSO-ANN hybrid models. A dataset of 699 instances was splitted 

into 5 subsets, which were also divided into two as training and test sets. As a 

performance indicator of the models obtained, R2 scores of ANN and PSO-ANN 

models were 0.915 and 0.986, respectively. Considering the other performance 

indicator RMSE, the value of 0.057 was obtained by ANN whereas PSO-ANN 

obtained 0.022 at most. 

In [67], a PSO-ANN hybrid model was aimed to be obtained to estimate 

ultimate bearing capacity of rock-socketed piles. The number of sample piles socketed 

in various rock types was 132. The model performance was not affected significantly 

due to the number of iterations performed, independently from what the swarm size 

was. Evaluating the training and test sets both, PSO-ANN model with the R2 score of 

0.932 outperforms the ANN model. The ANN model yielded the predictions at the 

accuracy with the R2 score of 0.846. Only on test sets, PSO-ANN and ANN models 

obtained R2 scores of 0.938 and 0.830, respectively. However, the researchers warned 

readers that the model was a good tool for preliminary design stage or should be used 

carefully. 

In [68], unconfined compressive strength of soft rocks was predicted with PSO-

ANN hybrid algorithm. On 40 good-quality soft rock samples, 4 different tests were 

conducted, which were unconfined compressive stress test, the Brazilian tensile 

strength test, point load index test and ultrasonic test. The dataset was splitted into two 

as training data and test data with portions of 80% and 20%, respectively. The best 

performing swarm size was determined as 125 with trial and error among the range of 

25-300. ANN models with one hidden layer and two hidden layers were trained. The 

best performing architecture was determined with two hidden layers with 12 neurons 
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in each layer. For obtaining unconfined compressive stress, correlations with 

ultrasonic test, point load index test and the Brazilian tensile strength test yielded R2 

scores of 0.832, 0.958, and 0.821, respectively. The PSO-ANN hybrid model 

composed of two hidden layers with 12 neurons provided the R2 score of 0.97, which 

outperforms the other correlations abovementioned. 

In [69], PSO-ANN hybridization was used to predict unconfined compressive 

strength of cemented paste backfill. ANN was employed for prediction and PSO was 

used to tune the ANN models. Tailings type, cement-tailings ratio, solids content, and 

curing time were the input parameters of the ANN models. Number of instances in the 

dataset was 396, 80% of which was used as the training data and rest of it was used as 

test data. The study mentioned that PSO-ANN models provided cost and time saving, 

non-destructive and most importantly very accurate predictions as compared to other 

methods. The accuracy of the proposed model was indicated by the correlation 

coefficients of 0.969 and 0.979 on training and test data. 

As a good example, in [70], ANN was hybridized with PSO to predict uniaxial 

compressive strength of rock samples. By implementing PSO to ANN, the researchers 

aimed to eliminate the disadvantage of getting stuck at a local minima or a slow rate 

of learning with a conventional ANN model. After training many hybrid PSO-ANN 

models, in the end, they obtained a model which performed much better than the 

average of conventional ANN models. When these two methods were compared, the 

PSO-ANN hybrid model obtained a success with the coefficient of determination (R2) 

of 0.97 whereas ANN reached 0.71. 

Another PSO-ANN hybrid model was used in mining engineering to predict 

strength of paste filling material [71]. Strength of paste filling material was examined 

as a function of concentration of fill, fly ash and cementing material with a dataset of 

12 instances. Training and test data were divided as 9 and 3, respectively. The method 

provided predictions with maximum, minimum and average relative errors of 4.3%, 

0.8% and 2.4%, respectively for early strength. For late strength, maximum, minimum 

and average relative errors were 3.7%, 0.5%, and 1.5%.The authors of the paper stated 

that they obtained relatively high errors since the training dataset did not have enough 

samples. In spite of the reason abovementioned, they found this method useful. 
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In [62], forecasting shear strength of squat reinforced concrete walls was 

conducted with PSO-ANN hybrid models and compared to previous models. The 

dataset used had 139 samples and it was divided into two part as training and test sets 

with portions of %80 and %20, respectively. The architecture of ANN models was 6-

n-1. Since the researchers did not have specific technique for the number of neurons 

in the hidden layer, trial and error approach was used and eventually number of 

neurons was determined as 13. The only activation function used in ANN models was 

sigmoid function. On test data, R2 scores of 9 PSO-ANN models ranged between 

0.860- 0.975 while 9 ANN model made predictions within the interval of R2 scores of 

0.759- 0.881. Therefore, the study stated that the obtained PSO-ANN hybrid algorithm 

was a robust method. 

Another endeavor for PSO application to ANN was to predict mechanical 

properties in fiber reinforced self-compacting concrete [72]. In the paper, a polynomial 

model was obtained with PSO using the data trained by a feed-forward multilayer 

perceptron ANN model for mechanical properties of fiber reinforced self-compacting 

concrete. This study also used %80-%20 training-test data portions with no validation 

data. It was stated that PSO-ANN hybrid model was able to model mechanical 

properties of fiber reinforced self-compacting concrete accurately. At the iteration 

number of 200, PSO-ANN hybrid model to generate a polynomial model predicted the 

compressive strength with the R2 score of 0.999 while PSO without ANN predicted 

with 0.945. 

In [73], PSO was implemented Support Vector Regression (SVR). The hybrid 

model was used to predict two outputs: compressive strength and rapid chloride 

penetration test (RCPT) values. Parameters of SVR were tuned by the application of 

PSO to obtain a better performing model. The results were compared to the results of 

adaptive neural-fuzzy inference system (ANFIS) method. Both methods were 

employed to the data with 100 instances. The dataset was splitted into training and test 

set with portions of 90% and 10%, respectively. The splitting was repeated five times 

and 5 training and test sets were generated. The swarm size was selected as 30 and 

number of iterations was selected as 100. On test sets, for predicting concrete 

compressive strength, R2 scores of 0.941 and 0.823 were reached by SVR–PSO and 
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ANFIS on average, respectively. For the prediction of RCPT value, SVR–PSO with 

the R2 score of 0.980 was better than ANFIS, while ANFIS obtained 0.974. 

In [74], hybrid multilayer perceptrons (HMLP) was used with Center-Unified 

Particle Swarm Optimization (CUPSO) which is a combination of two variants: 

Unified PSO (UPSO) [75] and Center PSO (CPSO) [76] to predict strengths of 

concrete-type specimens.  With this model, compressive strength of concrete, strength 

of deep beams and strength of squat walls were predicted with datasets having 

instances of 103, 62 and 62, respectively. The researcher stated that, as compared to 

traditional linear multilayer perceptrons, certain high-order HMLP models yielded 

more accurate results. On test data, the selected model predicted compressive strength 

of concrete, strength of deep beams and strength of squat walls with R2 scores of 

0.9756, 0.9772 and 0.9919, respectively. 
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CHAPTER 3 

 

METHODOLOGY 

 

For predicting compressive strength of concrete with PSO-ANN hybrid model 

accurately, the methodology explained below was followed. In the endeavor of 

accurate predictions, the best performing activation function, number of hidden layers, 

initial learning rate and L2 regularization term for weight updates were determined or 

optimized over individual intervals. 

MLP Regressor of Scikit-learn library of Python programming language is 

used for ANN models [77]. By trial and error, in all PSO-ANN hybrid models, swarm 

size and number of iterations of PSO algorithm are set to 50 considering time 

consumption and efficiency, which is a common attitude for this kind of efforts [70], 

[78]. 

ANN is employed in the medium of Python for its functionality and flexibility 

in usage. Python is an object-oriented, high level programming language with its broad 

range of libraries, modules and packages. In Python, many different libraries can be 

utilized for many different purposes including machine learning, randomizing, 

mathematical operations, plotting, graph drawing and visualization, training/test data 

splitting, scaling and also dataframe and matrix operations. The libraries used in the 

codes developed for this thesis are listed in Table 1 below. 

  



26 

 

Table 1: Python libraries used in the thesis 

Library Purpose 

Random randomizing 

Math mathematical operations 

Pandas data manipulation and analysis 

Numpy scientific computing 

pandas.plotting plotting 

matplotlib.pyplot plotting 

scikit-learn machine learning 

Pickle saving and loading models 

Time time keeping 

 

The dataset used in the thesis was donated to Machine Learning Repository, 

Center for Machine Learning and Intelligent Systems, University of California, Irvine 

by Prof. I-Cheng Yeh from Department of Information Management, Chung-Hua 

University on August 3, 2007. The dataset includes 1030 instances and 9 attributes, 8 

of which are quantitative input variables and 1 of which is quantitative output variable. 

There is no missing attribute value. Table 2 showing the first 10 rows of the data can 

be seen below. 

Table 2: First 10 rows of the data used 

Cement 

 
 

(kg/m3) 

Blast 

Furnace 
Slag 

(kg/ m3) 

Fly Ash 

 
 

(kg/ m3) 

Water 

 
 

(kg/ m3) 

SP* 

 
 

(kg/ m3) 

Coarse 

Aggregate 
 

(kg/ m3) 

Fine 

Aggregate 
 

(kg/ m3) 

Age 

 
 

(day) 

Concrete 

comp. 
strength 
(MPa) 

540.0 0.0 0.0 162.0 2.5 1040.0 676.0 28 79.99 

540.0 0.0 0.0 162.0 2.5 1055.0 676.0 28 61.89 

332.5 142.5 0.0 228.0 0.0 932.0 594.0 270 40.27 

332.5 142.5 0.0 228.0 0.0 932.0 594.0 365 41.05 

198.6 132.4 0.0 192.0 0.0 978.4 825.5 360 44.30 

266.0 114.0 0.0 228.0 0.0 932.0 670.0 90 47.03 

380.0 95.0 0.0 228.0 0.0 932.0 594.0 365 43.70 

380.0 95.0 0.0 228.0 0.0 932.0 594.0 28 36.45 

266.0 114.0 0.0 228.0 0.0 932.0 670.0 28 45.85 

SP: Superplasticizer 

700 of total 1030 instances were used as training data while 175 instances were 

used as validation data and the remaining 155 were used as test data. In accordance to 

the explanation in the background chapter, the data was splitted into three portions as 

training data to train the data, validation data to tune models and test data to evaluate 
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accuracy of models. It is worth noting to clear the ambiguity about the existence of 

validation and test set simultaneously that it is necessary to have a different set of data 

which is not used for training or tuning models to evaluate accuracy of models without 

having overfitting [79]. 

As the name imply, training data is the portion of the data in which learning 

process happens. After having a model obtained, the model is tuned to get better 

predictions over datasets. The portion of the dataset to be used to tune the model is 

validation data. It is separated from training set and only used to tune the model. It is 

needed to evaluate models on separate sets of data to have unbiased measure of 

accuracy [25]. Therefore, the model should be evaluated, namely tested with a 

different dataset that is held separate from training. This is test data. 

The data was normalized due to the eq. 21 below to be fit into the interval of 

[0,1] in order to avoid the effects of units of measurements. This normalization 

equation was used since Scikit-learn library employed it where the range of the 

normalization could be adjusted. The default interval of [0, 1] was selected. The 

statistical description of inputs and output is provided in Table 3 below. 

 

𝑋𝑛𝑜𝑟𝑚 = (𝑋 − 𝑋𝑚𝑖𝑛) − (𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛)                                                                          (21) 

 

If ANN models train the data in too many iterations, the model may overfit on 

the data. Numbers of neurons in hidden layers after a certain threshold may yield 

overfitting, however very few numbers of neurons may demonstrate weak 

performance. The key for overfitting is checking model on test data. Prediction over 

test data gives the measurement of that whether the overfitting occurred or not. 

Performance of the model also depends on the number of instances of dataset. Less 

number of instances brings weaker models, but higher numbers of instances are more 

likely to provide more accurate predictions [80]. 

In this study, as performance indicators of the ANN-PSO hybrid algorithms, 

root-mean-square error (RMSE), mean absolute error (MAE) and coefficient of 

determination (COD) (R2) are chosen. RMSE, MAE and COD (R2) are given in 

equations 22, 23 and 24 below. 
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𝑅𝑀𝑆𝐸 = √
∑ (𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑉𝑎𝑙𝑢𝑒𝑖 − 𝐴𝑐𝑡𝑢𝑎𝑙 𝑉𝑎𝑙𝑢𝑒𝑖)2𝑁

𝑖=1

𝑁
                                          (22) 

 

𝑀𝑆𝐸 =
∑ (𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑉𝑎𝑙𝑢𝑒𝑖 − 𝐴𝑐𝑡𝑢𝑎𝑙 𝑉𝑎𝑙𝑢𝑒𝑖)

2𝑁
𝑖=1

𝑁
                                                 (23) 

𝑀𝐴𝐸 =
∑ |𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑉𝑎𝑙𝑢𝑒𝑖 − 𝐴𝑐𝑡𝑢𝑎𝑙 𝑉𝑎𝑙𝑢𝑒𝑖|

𝑁
𝑖=1

𝑁
                                                   (24) 

 

Table 3: Statistical description of inputs and output 

Variables Type Maximum Minimum Mean SD Kurtosis Skewness 

Cement  

(kg/m3) 
Input 540.00 102.00 281.17 104.51 -0.52 0.51 

Blast Furnace Slag 

(kg/m3) 
Input 359.40 0.00 73.90 86.28 -0.51 0.80 

Fly Ash  

(kg/m3)  
Input 200.10 0.00 54.19 64.00 -1.33 0.54 

Water  

(kg/m3) 
Input 247.00 121.75 181.57 21.36 0.12 0.07 

Superplasticizer  

(kg/m3) 
Input 32.20 0.00 6.20 5.97 1.41 0.91 

Coarse Aggregate 

(kg/m3) 
Input 1145.00 801.00 972.92 77.75 -0.60 -0.04 

Fine Aggregate 

(kg/m3) 
Input 992.60 594.00 773.58 80.18 -0.10 -0.25 

Age  

(day) 
Input 365.00 1.00 45.66 63.17 12.17 3.27 

Concrete 

compressive 

strength (MPa)  

Output 82.60 2.33 35.82 16.71 -0.31 0.42 
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In this study, PSO was used to tune the hyperparameters of ANN models. MLP 

regressor of Scikit-learn library has different parameters which can be optimized by 

an external algorithm. These are listed below on Table 4. 

 

Table 4: MLP Regressor parameters and definitions 

MLP Regressor parameters and definitions 

activation 
Activation function for the hidden layer, it can be identity, 

logistic sigmoid, tanh or relu 

alpha L2 penalty (regularization term) parameter 

batch_size 
Minibatches' size for stochastic optimizers. When solver is 

'lbfgs', it is not used. 

beta_1 

Exponential decay rate for estimates of first moment 

vector in adam, should be in [0, 1). Only used when 

solver='adam' 

beta_2 

Exponential decay rate for estimates of second moment 

vector in adam, should be in [0, 1). Only used when 

solver='adam' 

early_stopping 

Whether to use early stopping to terminate training when 

validation score is not improving. If set to true, it will 

automatically set aside 10% of training data as validation 

and terminate training when validation score is not 

improving by at least tol for two consecutive epochs. Only 

effective when solver='sgd' or 'adam' 

epsilon 
Value for numerical stability in adam. Only used when 

solver='adam' 

hidden_layer_sizes Number of neurons in hidden layers 

learning_rate 
Learning rate schedule for weight updates. It can be 

constant, invscaling or adaptive. 

learning_rate_init 

The initial learning rate used. It controls the step-size in 

updating the weights. Only used when solver='sgd' or 

'adam'. 

max_iter 

Maximum number of iterations. The solver iterates until 

convergence (determined by 'tol') or this number of 

iterations. 

momentum 
Momentum for gradient descent update. Should be 

between 0 and 1. Only used when solver='sgd' 

nesterovs_momentum   
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power_t 

The exponent for inverse scaling learning rate. It is used in 

updating effective learning rate when the learning_rate is 

set to 'invscaling'. Only used when solver='sgd' 

random_state State or seed for random number generator 

shuffle 
Whether to shuffle samples in each iteration. Only used 

when solver='sgd' or 'adam'. 

solver 
The solver for weight optimization. It can be 'lbfgs', 'sgd' 

or 'adam'. 

tol 

Tolerance for the optimization. When the loss or score is 

not improving by at least tol for two consecutive 

iterations, unless learning_rate is set to 'adaptive', 

convergence is considered to be reached and training 

stops. 

validation_fraction 

The proportion of training data to set aside as validation 

set for early stopping. Must be between 0 and 1. Only 

used if early_stopping is True 

verbose Whether to print progress messages to stdout. 

warm_start 

When set to True, reuse the solution of the previous call to 

fit as initialization, otherwise, just erase the previous 

solution. 

 

Some of the most important parameters of MLP Regressor are explained here.  

Activation is the activation functions for the hidden layers. It can be one of those: 

identity function (eq. 25) logistic sigmoid function (eq. 26), hyperbolic tangent 

function (eq. 27) or rectified linear units (ReLU) function (eq. 28). In artificial neural 

networks, neurons send not only signals as on or off due to a threshold but also those 

can compute values within a range that is specified by the activation function 

employed [8]. Output of sigmoid function ranges within from 0 to 1 while hyperbolic 

tangent ranges from -1 to 1. ReLU takes values within the range from 0 to infinity. 

 

𝑓(𝑥) = 𝑥                                                                                                                                 (25) 

 

𝑓(𝑥) = 𝜎(𝑥) =
1

1 + 𝑒−𝑥
                                                                                                     (26) 

 

tanh(𝑥) =
𝑒−𝑥 − 𝑒−𝑥

𝑒−𝑥 + 𝑒−𝑥
                                                                                                         (27) 
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𝑓(𝑥) = {
0 𝑖𝑓 𝑥 < 0
 𝑥 𝑖𝑓 𝑥 ≥ 0 

                                                                                                           (28) 

 

 “Solver” is the algorithm that updates weights of networks and can be selected 

one of these three alternatives explained in the background chapter: “lbfgs” which 

refers to limited memory quasi-Newton method for large scale optimization called L-

BFGS [30], “sgd” which refers to Stochastic Gradient Descent and “adam” which 

refers to a stochastic gradient-based optimizer Adam stated by Kingma and Ba [33]. 

“Learning_rate” could be “constant”, “invscaling” or “adaptive”. If “constant” 

is chosen is kept constant and set to “learning_rate_init”. “Invscaling” adjusts learning 

rate according to eq. 29. 

𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 =
𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔_𝑟𝑎𝑡𝑒_𝑖𝑛𝑖𝑡

𝑡𝑝𝑜𝑤𝑒𝑟_𝑡
                                                      (29) 

“Adaptive” sets learning rate up to the point two iterations cannot reduce the 

training loss by minimum “tol”. If “early_stopping” is “True”, the learning rate is 

adjusted to one-fifth of itself. “Max_iter” is the maximum number of iterations. Solver 

iterates up to reaching “tol” or maximum number of iterations. “Tol” is the tolerance 

for convergence. “Learning_rate_init” is the initial learning rate used and it sets the 

step size for weight updates. Alpha is the L2 regularization parameter. For stochastic 

optimizers, batch size is the size for mini-batches and its value is determined due eq. 

30. If lbfgs is selected as the solver, it is not used. 

𝑏𝑎𝑡𝑐ℎ𝑠𝑖𝑧𝑒 = 𝑚𝑖𝑛(200, 𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠)                                                                                     (30) 

Major MLP regressor parameters used in ANN models are given in Table 5. 20 

ANN models are generated and the results are provided in Table 6 below. In the steps 

from 1 to 3, it was aimed to increase the prediction performance of ANN models by 

using PSO. 

  



32 

 

Table 5: Major MLP Regressor parameters in ANN models 

Major MLP 

regressor 

parameters 

Explanation 

Possible parameter 

values, intervals or 

choices 

Parameter values or 

choices 

activation activation function 
identity, logistic, 

tanh, relu 
Logistic 

alpha 

L2 penalty 

(regularization term) 

parameter 

(0.00001, 0.001) 0.0001 

hidden_layer

_sizes 

number of hidden 

layers 
no defined interval (20,20) 

max_iter 
Maximum number of  

iterations 
no defined interval 200 

solver Solver  lbfgs, sgd, adam Lbfgs 

tol 
Tolerance for 

convergence 
0.0001 (default) 0.0001 

 

Table 6: Performances of the ANN models 

Model 

ID 

RMSE R2 Score MAE 
Elapsed 

time 
Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

ANN-1 8.67 8.22 0.75 0.74 6.60 6.16 0.43 sec. 

ANN-2 6.90 6.56 0.84 0.83 4.90 4.66 0.37 sec. 

ANN-3 7.42 7.83 0.82 0.77 5.57 5.63 0.45 sec. 

ANN-4 7.21 7.19 0.83 0.80 5.26 5.11 0.51 sec.  

ANN-5 7.62 7.39 0.81 0.79 5.50 5.45 0.43 sec. 

ANN-6 8.09 7.16 0.78 0.80 5.78 5.24 0.41 sec. 

ANN-7 6.14 7.78 0.88 0.77 4.73 5.17 0.49 sec. 

ANN-8 6.72 6.54 0.85 0.84 5.09 4.86 0.56 sec. 

ANN-9 7.58 7.34 0.81 0.79 5.80 5.70 0.53 sec. 

ANN-10 7.28 6.37 0.83 0.84 5.47 4.80 0.49 sec. 

ANN-11 8.16 7.25 0.78 0.80 6.10 5.51 0.49 sec. 

ANN-12 6.38 8.17 0.87 0.74 4.88 5.31 0.55 sec. 

ANN-13 5.92 6.68 0.88 0.83 4.31 4.96 0.49 sec. 

ANN-14 6.31 6.23 0.87 0.85 4.86 4.69 0.42 sec. 

ANN-15 8.03 7.17 0.79 0.80 5.87 5.22 0.46 sec. 

ANN-16 6.23 7.65 0.87 0.78 4.80 5.23 0.42 sec. 

ANN-17 6.94 7.71 0.84 0.77 5.27 5.66 0.42 sec. 

ANN-18 6.27 7.23 0.87 0.80 4.52 5.11 0.42 sec. 

ANN-19 8.98 8.87 0.73 0.70 6.63 6.33 0.40 sec. 

ANN-20 7.82 7.52 0.80 0.78 5.89 5.98 0.44 sec. 

AVERAGE 7.23 7.34 0.83 0.79 5.39 5.34 0.46 sec. 
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3.1. Step 1: Determining the best performing activation function for 

optimization 

To obtain a well-established hybrid model, numbers of neurons in the two 

hidden layers should be determined. Since obtaining the optimal number of neurons in 

the two hidden layers can be achieved with the other parameters controlled or pre-

determined, first of all, the best performing activation function was determined with 

PSO. 

As a preliminary step, many combinations of swarm size and iterations were 

selected and employed. In the end, number of iterations and swarm size for PSO were 

set to 50 by trial and error. 

There is a risk for underfitting or overfitting by the effect of numbers of neurons 

in the hidden layers if numbers of neurons were set to a too small or too large number. 

Therefore, numbers of neurons were initially set to 20 as a reasonable value from 

previous experience for both the hidden layers during the 80 runs of the algorithm. 

  After this, the best performing activation functions on average were determined 

to step up to determine the numbers of neurons in the hidden layers that will affect the 

performance of prospective ANN models to be composed. 

PSO parameters that are c1, c2, w and w* that is the multiplier of w in each 

iteration are determined as 1.5, 2, 1 and 0.995, respectively by trial and error and also 

previous experience. Swarm particles generated in the PSO algorithm implemented in 

this section stores information about “position” which is the unknown but to be 

optimized, “velocity”, “cost” which is the value of the cost function used to evaluate 

the performance of ANN model, “best cost” which is the best cost value obtained 

among the iterations up to the latest iteration of the cost function, “model” which is 

stored as the current model, “best model” which is stored as the best model that yields 

best cost among the iterations up to the latest iteration and lastly “best position” which 

is the variable that yields the best cost. 

In the further models to be explained later in this study, the information about 

the activation function was stored in the information cell of a particle, however since 

the best performing activation functions were selected during these runs and this 

information was stored in the ANN model, it was not stored in the particle. Major MLP 
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Regressor parameters used in construction of the ANN models used in this section are 

given in Table 7 below. 

 

 

Table 7: Major MLP Regressor parameters in Step 1 

 

Major MLP 

Regressor 

parameters 

Explanation 

Possible parameter 

values, intervals or 

choices 

Parameter values or 

choices 

activation activation function 
identity, logistic, 

tanh, relu 

to be randomly 

selected 

alpha 

L2 penalty 

(regularization term) 

parameter 

(0.00001, 0.001) to be optimized 

hidden_layer_sizes 
number of hidden 

layers 
no defined interval (20,20) 

max_iter 
Maximum number of  

iterations 
no defined interval 200 

solver Solver lbfgs, sgd, adam lbfgs 

Tol 
Tolerance for 

convergence 
0.0001 (default) 0.0001 

 

As the results can be seen in Tables 8,9,10 and 11, 80 PSO-ANN hybrid models 

were generated. While obtaining the possible best models by optimizing alpha over 

the interval of (0.00001, 0.001), RMSE, R2 and MAE values of 4 different activation 

functions were computed for 20 models separately. Performances of models obtained 

with identity, logistic sigmoid, hyperbolic tangent (tanh) and rectified linear units 

(ReLU) functions were provided in tables 8, 9, 10 and 11, respectively. Average values 

of RMSE, R2 and MAE were summarized in Table 12. Although identity function was 

the best choice in terms of time consumption, its prediction performance evaluated by 

these performance indicators was far behind the other three functions. The 

performances of the remaining three functions were in a tight competition. Regarding 

the results for both validation and test data, it was decided to step up the next phase 

for optimizing ANN models with numbers of neurons in the hidden layers with the 
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random usage of logistic sigmoid, hyperbolic tangent (tanh) and rectified linear units 

(ReLU) functions.  

Table 8: Performances of the models with identity function 

Identity Function  

Model 

ID 

RMSE R2 Score MAE 
Elapsed 

time Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

ID1 10.84 10.94 0.59 0.61 8.67 8.57 
2 min. 

 55 sec. 

ID2 10.84 10.94 0.59 0.61 8.67 8.57 
3 min. 

 15 sec. 

ID3 10.84 10.94 0.59 0.61 8.67 8.57 
2 min.  

45 sec. 

ID4 10.84 10.94 0.59 0.61 8.67 8.57 
2 min.  

58 sec. 

ID5 10.84 10.94 0.59 0.61 8.67 8.57 
2 min.  

55 sec. 

ID6 10.84 10.94 0.59 0.61 8.67 8.57 
2 min. 

 42 sec 

ID7 10.84 10.94 0.59 0.61 8.67 8.57 
2 min. 

 55 sec. 

ID8 10.84 10.94 0.59 0.61 8.67 8.57 
2 min.  

47 sec. 

ID9 10.84 10.94 0.59 0.61 8.67 8.57 
2 min.  

50 sec. 

ID10 10.84 10.94 0.59 0.61 8.67 8.57 
2 min.  

55 sec. 

ID11 10.86 11.07 0.57 0.61 8.35 8.66 
2 min. 

51 sec. 

ID12 10.86 11.07 0.57 0.61 8.35 8.66 
2 min.  

43 sec. 

ID13 10.86 11.07 0.57 0.61 8.35 8.66 
2 min.  

41 sec. 

ID14 10.86 11.07 0.57 0.61 8.35 8.66 
2 min.  

56 sec. 

ID15 10.86 11.07 0.57 0.61 8.35 8.66 
3 min. 

 7 sec. 

ID16 10.86 11.07 0.57 0.61 8.35 8.66 
3 min.  

11 sec. 

ID17 10.86 11.07 0.57 0.61 8.35 8.66 
3 min.  

3 sec. 

ID18 10.86 11.07 0.57 0.61 8.35 8.66 
3 min.  

4 sec. 

ID19 10.86 11.07 0.57 0.61 8.35 8.66 
3 min.  

17 sec. 

ID20 10.86 11.07 0.57 0.61 8.35 8.66 
3 min.  

1 sec. 
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Table 9: Performances of the models with logistic sigmoid function 

Logistic Sigmoid Function 

Model 

ID 

RMSE R2 Score MAE 
Elapsed 

time Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

SIG1 5.24 6.95 0.84 0.81 5.85 4.87 
13 min.  

11 sec. 

SIG2 5.13 5.86 0.76 0.87 5.84 4.19 
13 min.  

17 sec. 

SIG3 5.32 6.28 0.90 0.85 5.08 4.30 
13 min.  

11 sec. 

SIG4 5.47 6.99 0.87 0.81 5.39 5.04 
12 min.  

14 sec. 

SIG5 5.21 6.83 0.83 0.82 4.93 4.87 
13 min.  

11 sec. 

SIG6 5.35 6.15 0.79 0.85 6.15 4.51 
13 min.  

12 sec. 

SIG7 5.37 7.16 0.78 0.80 4.63 4.74 
13 min.  

11 sec. 

SIG8 5.30 6.19 0.85 0.85 6.39 4.53 
13 min.  

19 sec. 

SIG9 5.29 6.39 0.84 0.84 4.81 4.61 
13 min.  

14 sec. 

SIG10 5.42 5.61 0.85 0.88 5.75 4.00 
13 min.  

10 sec. 

SIG11 5.27 7.58 0.81 0.81 4.74 5.48 
24 min.   

3 sec. 

SIG12 5.57 7.30 0.83 0.83 5.19 5.33 
22 min.   

3 sec. 

 SIG13 5.49 6.96 0.86 0.84 4.80 5.06 
17 min.  

10 sec. 

SIG14 5.21 7.57 0.83 0.81 5.24 5.65 
17 min.   

3 sec. 

SIG15 5.43 7.89 0.86 0.80 5.43 5.82 
16 min.  

12 sec. 

SIG16 5.38 8.10 0.88 0.79 5.43 6.06 
17 min.  

 7 sec. 

SIG17 5.25 7.19 0.87 0.83 4.84 5.13 
17 min.  

2 sec. 

SIG18 5.46 7.70 0.84 0.81 5.13 5.72 
17 min.  

3 sec. 

SIG19 5.33 7.37 0.85 0.82 5.35 5.45 
19 min.  

3 sec. 

SIG20 5.44 6.80 0.85 0.85 4.66 5.00 
20 min.  

5 sec. 
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Table 10: Performances of the models with hyperbolic tangent (tanh) function 

Hyperbolic Tangent Function  

Model 

ID 

RMSE R2 Score MAE 
Elapsed 

time Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

TANH

1 
5.98 5.98 0.82 0.87 5.42 4.42 

23 min.  

49 sec. 

TANH

2 
6.08 5.97 0.81 0.87 5.58 4.60 

24 min.  

11 sec. 

TANH

3 
5.95 5.60 0.79 0.89 5.67 4.24 

23 min.  

42 sec. 

TANH

4 
5.95 5.88 0.81 0.88 6.44 4.45 

23 min.  

48 sec. 

TANH

5 
5.92 5.64 0.82 0.89 5.27 4.21 

23 min.  

39 sec. 

TANH

6 
6.03 6.39 0.84 0.85 5.12 4.99 

23 min.  

33 sec. 

TANH

7 
6.12 6.60 0.82 0.84 5.23 5.12 

23 min.  

44 sec. 

TANH

8 
5.93 5.92 0.82 0.87 5.46 4.58 

23 min.  

48 sec. 

TANH

9 
6.05 5.91 0.84 0.88 5.20 4.60 

23 min.  

46 sec. 

TANH

10 
5.74 5.91 0.79 0.87 5.92 4.62 

23 min.  

45 sec. 

TANH

11 
6.33 7.65 0.80 0.78 6.04 5.52 

17 min.  

51 sec. 

TANH

12 
6.22 7.55 0.81 0.79 5.20 5.53 

18 min.  

14 sec. 

TANH

13 
6.31 7.18 0.79 0.81 5.53 5.39 

17 min.  

28 sec. 

TANH

14 
6.31 7.18 0.79 0.81 5.53 5.39 

17 min.  

28 sec. 

TANH

15 
6.23 7.25 0.77 0.81 5.69 5.35 

17 min.  

6 sec. 

TANH

16 
6.35 7.34 0.78 0.80 5.20 5.42 

16 min.  

40 sec. 

TANH

17 
6.23 8.46 0.77 0.74 5.74 5.99 

16 min.  

43 sec. 

TANH

18 
6.10 7.07 0.68 0.82 5.71 5.12 

17 min. 

 0 sec. 

TANH

19 
6.26 6.84 0.78 0.83 5.92 5.00 

17 min. 

 2 sec. 

TANH

20 
6.06 6.76 0.77 0.83 6.90 4.92 

16 min.  

29 sec. 
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Table 11: Performances of the models with rectified linear units (ReLU) 

function 

Rectified Linear Units (ReLU) Function 

Model 

ID 

RMSE R2 Score MAE 
Elapsed 

time Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

RELU

1 
5.44 6.52 0.85 0.86 5.36 5.03 

14 min.  

39 sec. 

RELU

2 
5.45 6.75 0.85 0.85 5.13 5.18 

14 min.  

25 sec. 

RELU

3 
5.33 7.10 0.85 0.83 4.87 5.35 

14 min.  

42 sec. 

RELU

4 
5.44 6.47 0.79 0.86 4.98 4.83 

14 min.  

34 sec. 

RELU

5 
5.45 6.54 0.86 0.85 4.85 5.11 

14 min.  

37 sec. 

RELU

6 
5.27 6.54 0.86 0.85 4.48 4.91 

14 min.  

44 sec. 

RELU

7 
5.49 6.94 0.86 0.84 5.04 5.15 

14 min.  

49 sec. 

RELU

8 
5.29 6.35 0.85 0.86 4.68 4.90 

14 min.  

42 sec. 

RELU

9 
5.75 7.16 0.84 0.80 5.55 5.53 

9 min.  

46 sec. 

RELU

10 
5.72 7.38 0.87 0.79 5.45 5.74 

9.0 min.  

52 sec. 

RELU

11 
5.80 6.90 0.80 0.83 5.72 5.40 

9 min.  

59 sec. 

RELU

12 
5.83 6.56 0.77 0.85 5.53 5.11 

10 min.  

3 sec. 

RELU

13 
5.66 6.99 0.80 0.83 5.86 5.44 

10 min.  

6 sec. 

RELU

14 
5.83 6.86 0.79 0.83 5.68 5.24 

10 min.  

12 sec. 

RELU

15 
5.72 7.06 0.80 0.82 5.63 5.63 

11 min.  

17 sec. 

RELU

16 
5.66 6.75 0.82 0.84 5.37 5.20 

11 min.  

22 sec. 

RELU

17 
5.67 6.87 0.78 0.83 4.85 5.36 

10 min.  

1 sec. 

RELU

18 
5.71 6.79 0.79 0.84 5.08 5.31 

9 min.  

47 sec. 

RELU

19 
5.71 6.72 0.78 0.84 5.11 5.18 

9 min.  

41 sec. 

RELU

20 
5.72 6.83 0.80 0.83 5.59 5.26 

9 min.  

51 sec. 
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Table 12: Average values of RMSE, R2 Score and MAE of the models in Step 1 

Activation 

function 

RMSE   R2 Score   MAE   
Elapsed 

time Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

Identity  10.85 11.01 0.58 0.61 8.51 8.61 
2 min  
57 sec. 

Logistic 

Sigmoid 
5.35 6.94 0.84 0.83 5.28 5.02 

15 min  

54 sec. 

Tanh 6.11 6.65 0.79 0.84 5.64 4.97 
20 min. 
29 sec. 

ReLU 5.60 6.80 0.82 0.84 5.24 5.24 
11 min. 

57 sec. 

 

 

3.2. Step 2: PSO-ANN Hybrid Models Optimizing Numbers of Neurons 

in Hidden Layers 

Numbers of neurons in hidden layers play a key role for accuracy of ANN 

models. To reach accurately predicting models, PSO algorithm was implemented into 

ANN. Major MLP Regressor parameters used in construction of the ANN models used 

in optimization with numbers of neurons in the hidden layers are given in Table 13. 

 

Table 13: Major MLP Regressor parameters used in Step 2 

Major MLP 

Regressor 

parameters 

Explanation 

Possible 
parameter 

values, 

intervals or 

choices 

Parameter values or 

choices 

activation activation function 

identity, 

logistic, tanh, 

relu 

to be randomly selected 

Alpha 
L2 penalty (regularization 

term) parameter 

no defined 

interval 
0.00047388 

hidden_layer_si

zes 
number of hidden layers [20,35] to be optimized 

max_iter 
Maximum number of  

iterations 

no defined 

interval 
150 

solver Solver  
lbfgs, sgd, 

adam 
lbfgs 

Tol Tolerance for convergence 
0.0001 

(default) 
0.00001 
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As in the previous section, number of iterations and swarm size for PSO were 

set to 50. Swarm particles generated in the PSO algorithm implemented in this section 

stores information about activation function since it was randomly selected by the 

swarm particles, in addition to the information stored explained in the previous section. 

Interval for generating particles with positions of numbers of hidden layers was 

set to [20,35]. If numbers of neurons are set to too small, there is a potential for 

underfitting, whereas if those are too large, in reverse, it carries a risk for overfitting 

or inefficiency. Therefore, from previous experience and trial and error, interval of 

[20, 35] was decided. The results given by the 3 performance indicators which were 

calculated on two sets of data, validation and test data, confirmed the fitness of the 

interval selection. 

 Totally, 20 PSO-ANN hybrid models were generated, which had model names 

from HL1 to HL20. As can be seen from Table 14 below, 6 of those had the numbers 

of neurons of (20,35), just on the boundaries of the interval. Moreover, among the 20 

models generated, the best model was from those 6 models whose numbers of neurons 

were (20,35). Therefore, for the next step, numbers of neurons in hidden layer were 

determined as (20,35). 

The scatter plot for HL7 which was the best model in this section demonstrated 

the relationship between experimental test outputs (actual values) and the predicted 

values of the model in Fig. 4 below. Iterations of PSO algorithm vs. errors in terms of 

RMSE is provided in Fig. 5 below. 

 

Figure 4: Test Outputs vs. Predicted Outputs for PSO-ANN Model HL7 
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Figure 5: Iterations vs. RMSE for PSO-ANN models HL1-HL20 
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Table 14: Performances of the PSO-ANN models HL1-HL20 

Model 

 
ID 

Number 

of 

neurons 

RMSE R2 Score MAE 
Elapsed 

time 
Validation 

data 
Test 
data 

Validation 
data 

Test 
data 

Validation 
data 

Test 
data 

HL1 [20, 35] 4.94 6.92 0.87 0.83 4.86 4.74 
13 min. 

36 sec. 

HL2 [22, 23] 5.07 6.22 0.86 0.86 5.08 4.61 
11 min. 
50 sec. 

HL3 [20, 20] 4.98 6.60 0.88 0.85 4.62 4.73 
11 min. 

0 sec. 

HL4 [20, 35] 5.07 6.88 0.90 0.83 4.66 4.88 
13 min. 
4 sec. 

HL5 [20, 32] 5.02 6.89 0.88 0.83 4.86 5.26 
14 min. 

50 sec. 

HL6 [32, 20] 5.02 7.10 0.89 0.82 4.65 5.46 
13 min. 
11 sec. 

HL7 [20, 35] 4.91 6.30 0.90 0.86 4.17 4.63 
14 min. 

15 sec. 

HL8 [25, 32] 5.09 6.54 0.88 0.85 5.43 5.07 
14  min. 
44 sec. 

HL9 [21, 26] 5.07 7.15 0.90 0.82 5.31 5.26 
12 min. 

47 sec. 

HL10 [28, 25] 5.08 7.05 0.86 0.82 4.32 5.49 
13 min. 
22 sec. 

HL11 [25, 35] 4.96 6.76 0.85 0.84 5.06 5.10 
12 min. 

35 sec. 

HL12 [27, 20] 4.98 6.86 0.89 0.83 4.75 5.09 
13 min. 
34 sec. 

HL13 [29, 20] 5.02 6.69 0.88 0.84 5.37 5.29 
13 min. 

16 sec. 

HL14 [20, 35] 5.05 6.71 0.87 0.84 5.09 5.11 
12 min. 
25 sec. 

HL15 [20, 20] 5.04 6.91 0.85 0.83 4.45 5.09 
11 min. 

16 sec. 

HL16 [21, 22] 5.00 6.90 0.87 0.83 4.83 5.14 
11 min. 
2 sec. 

HL17 [27, 23] 5.01 6.77 0.87 0.84 4.56 5.06 
12 min. 

50 sec. 

HL18 [20, 35] 5.05 6.92 0.87 0.83 5.54 5.15 
13 min. 
27 sec. 

HL19 [35, 20] 5.08 7.01 0.88 0.83 4.35 5.40 
13 min. 

4 sec. 

HL20 [20, 35] 4.92 6.47 0.85 0.85 4.97 4.70 
14 min. 

11 sec. 

AVERAGE 5.02 6.78 0.87 0.84 4.85 5.06 
13 min. 

1 sec. 
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3.3. Step 3: Final PSO-ANN Hybrid Models 

3.3.1. PSO-ANN Hybrid Models Optimizing Alpha (L2 Regularization 

term) with L-BFGS as Solver and Optimized ANN Architecture 

Major MLP Regressor parameters used in construction of the PSO-ANN 

hybrid models used in optimization with number of neurons in hidden layers is given 

in Table 15 below. 

Table 15: Major MLP Regressor parameters used in Step 3 first part 

Major MLP 

Regressor 
parameters 

Explanation 

Possible 

parameter 

values, 
intervals or 

choices 

Parameter values or 

choices 

activation activation function 

identity, 

logistic, tanh, 
relu 

to be randomly selected 

alpha 
L2 penalty (regularization 

term) parameter 

no defined 

interval 
to be optimized 

hidden_layer_si

zes 
number of hidden layers 

no defined 

interval 
(20,35) 

max_iter 
Maximum number of  

iterations 

no defined 

interval 
150 

solver Solver  
lbfgs, sgd, 

adam 
lbfgs 

tol Tolerance for convergence 
0.0001 

(default) 
0.00001 

Number of iterations and swarm size for PSO were set to 50. There is no 

specific interval for generating particles with positions of alpha values. The interval 

for positions of alpha values was set to [0.00001, 0.001]. Alpha value is very important 

for preventing models from overfitting and helps models be optimized and predict 

target values accurately. Since there is no certain rule for that, the interval 

abovementioned is determined with experience.  

In this section, total 60 PSO-ANN models were generated. These models had 

numbers of neurons 20 and 35 for the first and the second hidden layers, respectively. 

While these 60 models shared the same properties, except randomly selected or 

optimized items, those differed in terms of their activation function. Although 

activation functions employed in the previous section were selected randomly for 20 

models, the endeavor in this section gave the opportunity to generate more models 

with the best choice of numbers of neurons. Logistic sigmoid, hyperbolic tangent and 

relu functions were contributed in the hybrid model equally per function. Tables 16, 
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17, 18 and 19 showing the performances of PSO-ANN models with logistic sigmoid, 

hyperbolic tangent (tanh) and rectified linear units (ReLU) functions are provided 

below. 

Table 16: Performances of the PSO-ANN models with logistic sigmoid function 

in Step 3 first part 

Model 

ID 

Activation 

function 

RMSE R2 Score MAE Elapsed 

time 
Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

L1 log. sig. 5.14 6.04 0.85 0.87 5.11 4.58 18 min. 
0 sec. 

L2 log. sig. 5.34 6.16 0.87 0.86 4.74 4.52 17 min. 

49 sec. 

L3 log. sig. 5.38 6.32 0.85 0.85 5.17 4.57 17 min. 
36 sec. 

L4 log. sig. 5.28 6.48 0.82 0.85 5.29 4.93 17 min. 

38 sec. 

L5 log. sig. 5.27 6.06 0.84 0.87 4.71 4.46 17 min. 
47 sec. 

L6 log. sig. 5.38 6.42 0.86 0.85 4.84 4.41 17 min. 

37 sec. 

L7 log. sig. 5.32 6.64 0.86 0.84 5.26 4.88 17 min. 
35 sec. 

L8 log. sig. 5.38 6.47 0.88 0.85 4.79 4.63 17 min. 

46 sec. 

L9 log. sig. 5.35 6.34 0.87 0.85 4.54 4.49 17 min. 
58 sec. 

L10 log. sig. 5.39 6.68 0.87 0.84 4.99 4.93 17 min. 

41 sec. 

L11 log. sig. 5.31 6.27 0.87 0.86 5.00 4.68 17 min. 
52 sec. 

L12 log. sig. 5.34 6.38 0.87 0.85 5.30 4.83 17 min. 

48 sec. 

L13 log. sig. 5.37 5.56 0.85 0.89 5.49 4.00 17 min. 
47 sec. 

L14 log. sig. 5.38 6.20 0.86 0.85 4.58 4.57 18 min. 

57 sec. 

L15 log. sig. 5.29 6.30 0.85 0.85 5.15 4.63 17 min. 
32 sec. 

L16 log. sig. 5.35 6.28 0.87 0.86 5.07 4.55 17 min. 

28 sec. 

L17 log. sig. 5.39 6.69 0.87 0.84 4.64 4.90 17 min. 
25 sec. 

L18 log. sig. 5.38 6.08 0.87 0.86 5.04 4.65 17 min. 

26 sec. 

L19 log. sig. 5.39 5.53 0.87 0.89 4.66 4.04 17 min. 
25 sec. 

L20 log. sig. 5.36 6.47 0.87 0.85 4.70 4.90 17 min. 

40 sec. 
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Table 17: Performances of the PSO-ANN models with hyperbolic tangent (tanh) 

function in Step 3 first part 

 

Model 

ID 

 

Activation 

function 

RMSE R2 Score MAE  

Elapsed 

time 
Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

T1 tanh 4.92 6.50 0.89 0.86 4.86 4.97 16 min. 

17 sec. 

T2 tanh 4.84 6.89 0.88 0.84 4.64 5.32 16 min. 

30 sec. 

T3 tanh 4.85 6.80 0.90 0.85 4.38 5.10 17 min. 

52 sec. 

T4 tanh 4.65 6.87 0.88 0.84 4.72 5.15 17 min. 

48 sec. 

T5 tanh 4.84 7.17 0.85 0.83 4.62 5.35 18 min. 

5 sec. 

T6 tanh 4.84 6.80 0.88 0.85 4.40 5.25 17 min. 

50 sec. 

T7 tanh 4.93 6.63 0.88 0.85 4.26 4.87 17.min.59 

sec. 

T8 tanh 4.84 6.31 0.89 0.87 5.24 4.79 18 min. 

0 sec. 

T9 tanh 4.99 6.65 0.89 0.85 4.25 5.12 16 min. 

50 sec. 

T10 tanh 4.82 7.28 0.87 0.82 4.56 5.47 16 min. 

14 sec. 

T11 tanh 4.80 6.94 0.88 0.84 4.51 5.26 16 min. 

47 sec. 

T12 tanh 4.92 6.77 0.87 0.85 4.59 5.07 17 min. 

31 sec. 

T13 tanh 4.94 6.58 0.91 0.86 4.44 4.92 20 min. 

29 sec. 

T14 tanh 4.86 6.88 0.90 0.84 3.99 5.12 16 min. 

24 sec. 

T15 tanh 4.78 6.76 0.87 0.85 5.22 5.06 17 min. 

55 sec. 

T16 tanh 4.95 7.03 0.88 0.84 4.48 5.22 17 min. 

49 sec. 

T17 tanh 4.91 6.65 0.88 0.85 4.46 5.04 17min. 

12 sec. 

T18 tanh 4.86 6.50 0.89 0.86 4.54 4.89 17 min. 

39 sec. 

T19 tanh 4.88 6.72 0.88 0.85 4.55 5.09 17 min. 

44 sec. 

T20 tanh 4.85 6.94 0.85 0.84 4.54 5.26 17 min. 

1 sec. 
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Table 18: Performances of the PSO-ANN models with rectified linear units 

(ReLU) function in Step 3 first part 

 

Model 

ID 

Activation 

function 

RMSE R2 Score MAE  

Elapsed 

time 
Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

R1 relu 6.19 6.55 0.84 0.86 5.30 4.84 14 min. 

54 sec. 

R2 relu 6.09 7.20 0.82 0.83 5.56 5.31 17 min. 

0 sec. 

R3 relu 6.06 6.27 0.82 0.87 5.16 4.49 15 min. 

34 sec. 

R4 relu 6.25 6.52 0.84 0.86 5.35 4.89 14 min. 

30 sec. 

R5 relu 5.91 6.12 0.84 0.88 5.34 4.60 12 min. 

59 sec. 

R6 relu 6.26 6.28 0.83 0.87 5.14 4.68 12 min. 

48 sec. 

R7 relu 6.24 6.37 0.85 0.87 5.55 4.71 12 min. 

40 sec. 

R8 relu 6.18 6.28 0.83 0.87 5.54 4.58 12 min. 

39 sec. 

R9 relu 6.18 6.30 0.85 0.87 5.46 4.66 12 min. 49 

sec. 

R10 relu 5.97 7.00 0.83 0.84 5.48 5.37 12 min. 

41 sec. 

R11 relu 6.10 6.25 0.82 0.87 5.39 4.44 12 min. 

41 sec. 

R12 relu 6.19 6.31 0.82 0.87 5.15 4.72 12 min. 

55 sec. 

R13 relu 6.24 6.44 0.83 0.87 5.13 4.62 12 min. 

50 sec. 

R14 relu 6.22 6.36 0.78 0.87 5.52 4.64 12 min. 

43 sec. 

R15 relu 6.24 6.54 0.82 0.86 5.21 4.94 12 min. 

43 sec. 

R16 relu 6.28 6.48 0.82 0.87 5.05 4.80 12 min. 

55 sec. 

R17 relu 6.30 6.57 0.84 0.86 6.20 5.04 12 min. 

46 sec. 

R18 relu 6.23 6.08 0.82 0.88 5.79 4.46 12 min. 

57 sec. 

R19 relu 5.98 6.50 0.84 0.86 5.60 4.62 12min. 

44 sec. 

R20 relu 6.14 6.17 0.83 0.88 5.33 4.60 12 min. 

51 sec. 
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Table 19: Average values of RMSE, R2 Score and MAE of the models in Step 3 

first part 

Activation 
function 

RMSE R2 Score MAE 

Elapsed time Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

log. sig. 5.34 6.27 0.86 0.86 4.95 4.61 17 min. 45 sec. 

tanh 4.86 6.78 0.88 0.85 4.56 5.12 17 min. 30 sec. 

relu 6.16 6.43 0.83 0.87 5.41 4.75 13 min. 20 sec. 

 

Performance of the models are given in the Tables 16, 17, 18 and 19. On 

average, models with logistic sigmoid and hyperbolic tangent functions performed 

better than models with relu function, while relu demonstrated the best time 

consumption by far. If R2 scores on data are considered among all models; L13, L19, 

T8, T13 which also has the highest R2 score, T18, R5, R18 and R20 outshine. The plot 

showing iterations vs errors (RMSE) of 8 selected model is provided in Fig. 6. The 

scatter plots showing test outputs vs. predicted outputs for L13, L19, T8, T13, T18, 

R5, R18 and R20 are provided in figures 7, 8, 9, 10, 11, 12, 13, 14 below. 

 

Figure 6: Iteration vs RMSE for 8 selected PSO-ANN models 
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Figure 7: Test Outputs vs. Predicted Outputs for PSO-ANN Model L13 
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Figure 8: Test Outputs vs. Predicted Outputs for PSO-ANN Model L19 

 

 

Figure 9: Test Outputs vs. Predicted Outputs for PSO-ANN Model T8 
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Figure 10: Test Outputs vs. Predicted Outputs for PSO-ANN Model T13 

 

 

Figure 11: Test Outputs vs. Predicted Outputs for PSO-ANN Model T18 
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Figure 12: Test Outputs vs. Predicted Outputs for PSO-ANN Model R5 

 

 

Figure 13: Test Outputs vs. Predicted Outputs for PSO-ANN Model R19 
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Figure 14: Test Outputs vs. Predicted Outputs for PSO-ANN Model R20 

 

3.3.2. PSO-ANN Hybrid Models Optimizing Alpha (L2 Regularization 

term) and Initial Learning Rate with Stochastic Gradient Descent (SGD) 

and Optimized ANN Architecture 

Major MLP Regressor parameters used in construction of the PSO-ANN 

hybrid models in optimizing alpha (L2 Regularization term) and initial learning rate 

with Stochastic Gradient Descent (SGD) as solver are given in Table 20. 

Table 20: Major MLP Regressor parameters used in Step 3 second part 

Major MLP 

Regressor 

parameters 

Explanation 

Possible 

parameter 

values, 

intervals or 

choices 

Parameter values or 

choices 

activation activation function 

identity, 

logistic, tanh, 

relu 

to be randomly 

selected 

alpha 

L2 penalty 

(regularization term) 

parameter 

no defined 

interval 
to be optimized 

R2=0.88 
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hidden_layer_

sizes 
number of hidden layers 

no defined 

interval 
(20,35) 

solver Solver  sgd, adam sgd 

learning rate Learning rate schedule 

constant, 

invscaling, 

adaptive 

constant 

learning_rate_

init 
Initial learning rate 

[0.000001, 

0.001] 
to be optimized 

max_iter 
Maximum number of  

iterations 

no defined 

interval 
150 

tol 
Tolerance for 

convergence 

0.0001 

(default) 
0.00001 

 

 Number of iterations and swarm size for PSO were set to 50. There is no 

specific interval for generating particles with positions of alpha values was set to 

[0.000001, 0.001]. Alpha value is used in optimization again. Since there is no certain 

rule for that, the interval abovementioned was expanded with respect to the previous 

section. Initial learning rate also used the same interval for optimization. 

 10 PSO-ANN models were generated. These models had numbers of neurons 

20 and 35, respectively for the first and the second hidden layers because it was 

decided that among the other possibilities this pair of numbers for neurons performed 

better. Additionally, activation function was randomly selected by swarm particles 

from the best performing three activation functions. 

 Quick convergence of SGD solver can be seen obviously in the models. 

However, the performance of SGD was far behind the performance of solver L-BFGS 

in all three performance indicators as can be seen in Table 21. The best performing 

model SGD6 among the models with Stochastic Gradient Descent (SGD) can be seen 

in Fig. 15. 

Table 21: Performances of the PSO-ANN models with solver SGD 

Model 

ID 

Activation 

function 

RMSE R2 Score MAE 
Elapsed 

time Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

Validation 

data 

Test 

data 

SGD1 relu 7.25 7.58 0.67 0.80 8.06 5.83 
13 min.  

14 sec. 
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SGD2 relu 7.10 7.66 0.64 0.79 7.97 5.74 
12 min.  

52 sec. 

SGD3 log. sig. 6.89 8.34 0.66 0.75 8.45 6.61 
15 min. 

53 sec. 

SGD4 relu 7.34 8.12 0.66 0.77 8.18 6.23 
12 min. 

4 sec. 

SGD5 tanh 7.72 9.06 0.68 0.71 8.02 7.25 
18 min. 

53 sec. 

SGD6 relu 7.37 7.49 0.67 0.80 8.06 5.66 
13 min. 

48 sec. 

SGD7 relu 7.28 8.56 0.62 0.74 7.37 6.72 
12 min. 

15 sec. 

SGD8 relu 7.21 7.61 0.64 0.79 8.10 5.81 
12 min. 

27 sec. 

SGD9 log. sig. 7.15 8.16 0.68 0.76 8.10 6.35 
15 min. 

52 sec. 

SGD10 tanh 7.16 8.05 0.66 0.77 8.15 6.11 
16 min. 

48 sec. 

 

       

 

Figure 15: Test Outputs vs. Predicted Outputs for PSO-ANN Model SGD6 
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CHAPTER 4 

 

CONCLUSIONS 

 

 In this thesis, the relationship between concrete strength and mix design 

properties was evaluated with artificial neural network (ANN) hybrid algorithms. PSO 

algorithm and ANN were brought together and hybridized to generate model making 

more accurate predictions of concrete strength. Particle Swarm Optimization (PSO) 

was selected from metaheuristic algorithms due to its convergence capability, easy 

implementation and adoption, and robustness [60]. 

ANN was constructed in the medium of Python. Python provides flexibility for 

implementing PSO to ANN with its wide range of libraries for different purposes. 

Python libraries of   random, math, pandas, numpy, pandas.plotting, matplotlib.pyplot, 

scikit-learn, pickle and time were used for the purposes of randomizing, mathematical 

operations, data manipulation and analysis, scientific computing, plotting, machine 

learning, saving and loading models, and time keeping, respectively. 

In this thesis, PSO-ANN and ANN models were employed on a dataset which 

was donated by Prof. I-Cheng Yeh from Department of Information Management, 

Chung-Hua University to Machine Learning Repository, Center for Machine Learning 

and Intelligent Systems, University of California, Irvine on August 3, 2007. 

The dataset was normalized to be fit into the interval of [0,1] and splitted into 

three portions as training, validation and test sets. For the models obtained, root-mean-

square error (RMSE), mean absolute error (MAE) and coefficient of determination 

(COD) (R2) were selected as performance indicators. 

Activation functions of identity, logistic sigmoid, hyperbolic tangent and 

rectified linear unit functions were employed in the ANN models. Among the options 

for solver in the ANN structure, Limited memory Broyden-Fletcher-Goldfarb-Shanno 

Algorithm (L-BFGS) and Stochastic Gradient Descent (SGD) were used. 
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In total, 170 different models were generated with different variables to 

increase the prediction power of ANN models. In the pursuit of obtaining the most 

accurate hybrid PSO-ANN model, the performances of the activation functions were 

tested, at first. Logistic sigmoid, hyperbolic tangent (tanh) and rectified linear units 

(relu) functions were very close to one another while identity function was far behind 

in terms of accuracy, but it worked very quickly when compared to the others.  

After determining that logistic sigmoid, hyperbolic tangent and rectified linear 

unit functions were worth using in the next steps of hybridizing, numbers of neurons 

in the hidden layers were optimized as a major part of obtaining the best performing 

PSO-ANN model since it directly affected the success of the models and it was a key 

factor for underfitting or overfitting. When the models were generated for the hidden 

layers, 6 of those gave the same numbers of neurons. Considering the pool of 

possibilities, it demonstrated a strong tendency to reach an optimized ANN 

architecture around the determined values of numbers of neurons in the hidden layers. 

For the two hidden layers, 20 for the first hidden layer and 35 for the second layer were 

determined as the best choices due the values of performance indicators. 

Once the architecture of the ANN was determined, it was the task to find the 

correct combination of other variables. For this, L-BFGS and SGD as solvers, alpha 

and initial learning rate as continuous variables, and activation functions were used in 

various combinations. Since the performances of activation functions were very close 

one another, it was not very easy to pick up one of those, but they helped increasing 

the randomization of candidate solutions. It is seen that L-BFGS outperformed SGD. 

The best predicting models were obtained from PSO-ANN hybrid models optimizing 

alpha (L2 Regularization term) with L-BFGS as solver. The highest R2 score obtained 

from all models is 0.91. 

When evaluating the success of the predictions made, it can be said that it is 

directly related to the numbers of instances and input features of data. The method 

proposed in the thesis is also steady in predictions. The predictions do not fluctuate in 

a large interval of values of performance indicators. In the future, in the case of having 

a large set of data in terms of both samples and input features for different types of 
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concrete under different circumstances, more accurate predictions can easily be made 

with the method proposed in this thesis.  
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