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ABSTRACT

AN ANALYTIC HIERARCHY PROCESS BASED MATHEMATICAL
PROGRAMMING MODEL FOR UNIVERSITY TIMETABLING PROBLEM

KUCUKYELKENCI ALPER, Duygu
M.Sc., Department of Industrial Engineering
Supervisor: Assist. Prof. Dr. Benhiir SATIR

September 2019, 61 Pages

Today, timetabling becomes a widespread problem in all educational institutions. In
existing systems once course selection is made, options are reviewed and changed
according to the request of instructors. Instructors timetables are scheduled without
prioritizing the views and priorities of the instructors. In this study, a Mathematical
Programming Model (MPM) has been developed for solving a case of timetabling
problem at Cankaya University. The weight of preferences, i.e. the objective function
coefficients of the MPM Model will be based on AHP. The model proposed in this
study has two main categories of objectives: instructor preferences and student
preferences. The data used to calculate weights of preferences were collected via
instructors’ and students’ questionnaires. The results obtained from the weighting
approach used for the two main objectives were used in the mathematical model and

timetables have been generated.

Keywords: Analytic Hierarchy Process, Mathematical Programming, University

Timetabling Problem
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UNIVERSITE DERS PROGRAMI PROBLEMI ICIN ANALITIK HIYERARSI
YONTEMI TABANLI BIR MATEMATIKSEL MODEL

KUCUKYELKENCI ALPER, Duygu
Yiiksek Lisans, Endiistri Miithendisligi Anabilim Dali
Tez Yoneticisi: Dr. Ogr. Uyesi Benhiir SATIR
Eyliil 2019, 61 Sayfa

Zaman ¢izelgeleme problemi giiniimiizde tiim egitim kurumlarinda yillardir siiregelen
yaygin bir problem olmaktadir. Mevcut sistemlerde ders se¢imleri yapildiktan sonra,
hocalarin istegi lizerine se¢imler tekrar gézden gecirilip degistirilmektedir. Ders ve
derslik atamalari, en basta 6gretim iiyelerinin oncelikleri ve goriisleri alinmaksizin
yapilmaktadir. Bu c¢alismada, bir {iniversitede ders c¢izelgeleme problemi icin bir
matematik programlama (MPM) modeli gelistirilmistir. MPM’nin amag fonksiyon
katsayilar1 gibi tercih agirliklari, Analitik Hiyerarsi Prosesi ile belirlenmistir. Bu
calismada Onerilen modelde iki ana hedef kategorisi vardir: 6gretim elemani tercihleri
ve Ogrenci tercihleri. Tercih agirliklarini hesaplamak icin kullanilan veriler,
ogrencilere ve dgretim elemanlarma yapilan anketlerle toplanmustir. Iki ana hedef i¢in
kullanilan agirliklandirma yaklagimindan elde edilen sonuglar, matematik modelde

kullanilmis ve bir zaman ¢izelgelemesi olusturulmustur.

Anahtar Kelimeler: Analitik Hiyerarsi Prosesi, Matematiksel Programlama,

Universite ders ¢izelgeleme problemi
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CHAPTER 1.
INTRODUCTION

Timetabling is the act of scheduling something to happen or do something at a
particular time [10]. Gasimov et al. [10] introduces timetabling problem for
educational institutions as; ““ A classical combinatorial problem that requires finding
a schedule to determine which courses will be given in which classrooms, by which

instructors and during which time slots.”

Timetabling problems were studied over the decades by different authors such as
Gasimov et al.[10] , Even et al.[11], Werra [12], Cooper and Kingston [13], Daskalaki
et al. [14]. In timetabling problems, due to the complexity of its nature; it is very hard
to find a solution. There are many constraints that influence these problems which can

be either individual or organizational.

A min-max approach considering faculty preferences was presented by Kara and
Ozdemir [15]. Hertz and Robert [16] proposed an approach focusing on dividing the
problem into a series of sub-problems. Daskalaki and Birbas [14] developed a two-
stage relaxation procedure to solve a university timetabling problem. A 0-1 linear
programming model considering both the administration’s and instructors’ preferences

was presented by Gasimov et al. [10].

According to Kochetov et al[18], “who consider the well known NP-hard
teacher/class timetabling problem” mentioned timetabling problem as; “The
optimization problem is NP-hard. Moreover, the decision problem on existence of a

feasible solution is NP—complete. [18]



Also Francis et al.[19], introduce their study about timetabling problem as;
“Timetabling problem belongs to the NP-hard class combinational optimization
problem whereby its computational time grows exponentially with an increase in the

number of variables involved”[19]

In this study we propose a Mathematical Programming Model approach which uses
weights calculated by Analytic Hierarchy Process, derived from instructor and student
preferences. The data used to calculate weights of preferences were collected via

instructors’ and students’ questionnaires.

The results obtained from the weighting approach used for the two main objectives
were used in the mathematical model and timetables have been generated. One of the
main advantages of this approach is to solve of the problem, by using weights for
preferences. Another one is decreasing the number of steps followed in constructing
schedules by the university. Because of the nature of the problem, the solution process
has been considered as two stages; defining weights by the use of AHP process, and
then solving the mathematical model by the use of these weights in GAMS/CPLEX

solver.



CHAPTER 2.
METHODOLOGY

In this chapter, the methodology used in this study will be explained. Details about the
overall approach and the main idea for applying this method are given. We used a
mathematical programming model to solve the timetabling problem in GAMS/CPLEX
solver which is explained in section 2.1. The weights used for instructor and student
preferences were calculated with the Analytic Hierarchy Process which is mentioned

in section 2.2.

2.1. MATHEMATICAL PROGRAMMING MODEL

Mathematical programming model problems are used in many fields of science,
engineering, economics and logistics where optimal decisions need to be taken in the
presence of trade-offs between two or more conflicting objectives [6]. “In
mathematical programming there can be more than one objectives, and in general,
there is no single optimal solution that simultaneously optimizes all the objectives. In
these cases, the decision makers are looking for the most preferred solution, in contrast

to the optimal solution.” [5].

“According to Hwang and Masud (1979) the methods of solving MPM problems can
be classified into three categories, based on the phase that the decision maker involves

in the decision-making process expressing their preferences” [6]. Which are;

Priori methods: In this method the decision maker expresses his/her preferences

before the solution process [9].



Interactive methods: In this method, phases of dialog with the decision maker are

interchanged with phases of calculation. And the process usually converges [9].

Posteriori methods: “Efficient solutions of the problem are generated, after that the
decision maker selects among them” [9].

According to the given information Priori Method was used in this study.

Our problem is NP-Hard by its nature. In the result part of this study, we have shared
examples for 24-hour GAMS/CPLEX runs without reaching an acceptable gap
percentage compared to optimal objective function value. In mathematical
programming, if any feasible solution is accepted without optimizing w.r.t. an
objective function, any feasible solution is called a “satisficing” solution. Kan [17]
implies that “all NP problems are reducible to the so-called satisfiability
problem...”[17] When we run the “satisficing model” of our problem, we observe very

quick solutions, as expected.

Williams [20] define the “hard constraints” as the constraints which cannot be violated
and “soft constraints” which can be violated at a certain cost. In our problem, the
university allows a student to have clashing courses. We allow this in our formulation
by penalizing clashes. For an instructor, having two class meetings at the same time is
impossible, so we assume that constraint as a hard one. Using soft constraints instead
of hard constraints makes the problem easier, but still the problem is NP-Hard. For
deciding weight for penalties, we use AHP method and obtain weights for violations
of instructor and student preferences. The key point is that the weight obtained from
AHP must be consistent to be used in the mathematical model. AHP can be considered
as the backbone of the formation of the objective function of this problem. This study
therefore, benefits from two main methods, which are the usage of AHP and the

mathematical model, to solve the timetabling problem.

2.2. ANALYTIC HIERARCHY PROCESS

In todays’ world, making the best decisions is very hard due to the growing
complexity. For a long time, managers and decision makers that had authority, decided

based on analytic and quantitative facts. In fact, there were important subjective

4



aspects such as tacit experience, thoughts or feelings. Due to be non-measurability,

these aspects were not taken into consideration.

“Many methods stemming from applied mathematics and operations research have
proved useful to help decision makers making informed decisions, and among these
methods there are also those requiring, as inputs, subjective judgments from a decision
maker or an expert” [1].

AHP is a theory and methodology for relative measurement [1]. In classical
measurement, the main aim is to find out the exact measures of the pairs that are
compared. However, in AHP which is a relative measurement, “the decision maker is
not interested in the exact measurement of some quantities, but rather on the

proportions between them”.

Analytic Hierarchy Process (AHP) is a very useful tool for analyzing subjective
judgements while making decisions. As this study is focused on using AHP, it is vital

to clarify the steps and all the aspects of the process.

Relative measurements are suitable for cases in which the best criteria must be chosen
[1]. In this case, the important point is to find the best among criteria, rather than
knowing the precise scores of them. Also, when the attributes are intangible, it is
difficult to design a measurement scale. For this reason, AHP can be used in order to
simplify the analysis. Now let’s look at the steps of AHP, to better understand the

process.

2.2.1. Steps of AHP

A decision maker could run into troubles when rating in the form of a numerical vector
for many criteria. This is a matter of fact and originates from our cognitive limits and
the impossibility of effectively comparing several criteria at the same time [1]. In
order to split the problem into smaller pieces, makes the decision maker easier to

compare among criteria. There are three main steps to follow in AHP which are [1];
1. Problem structuring and definition of the hierarchy

2. Elicitation of pairwise comparisons



3. Derivation of priority vectors and their linear combinations.

These three main steps can be finished by making the calculations explained in the

following subsections.

2.2.1.1. Pairwise Comparison Matrix

As it is mentioned before, in case of many criteria, it is hard to make a comparison and
give the best decision for the decision maker. That’s why the decision maker compares
the criteria as pairs each time. This way, it is easy to define which criterion is better
than the other. By selecting among each pair, the pairwise comparison matrix is
constructed, which gives a ratio between degrees of preferences among all criteria
(Figure 1).

[ Yy Criterion 1 Criterion2 Criterion3 Criterion n
| Criterion 1 aq 5Y) ai3 A1n |
A= Criterion 2 ayq Az azs Qon |
| Criterion 3 : : ; : I
[ Criterionn An1 Ao Ans Ann J

Figure 1: Pairwise comparison matrix [1]

The values in the pairwise comparison matrix express the ratio of degree of preference
among each alternative. For example, if we consider a,, , it gives us the preference
ratio of x; over x,. If the value is, let’s say 2, it means that x; is likely to be preferred

two times more than x,.

In the same manner, it means that x, is preferred "2 rather than x, and the
corresponding value for this situation will be a,,. Note that the multiplication of these
values equal to 1. So, if one alternative is x times better then the other alternative, it
means that the second alternative is 1/x better than the first one. This ratio is called

also the weight ratio between criteria where;

a;; = wi/w;



2.2.1.2. Normalizing the Matrix

In order to find the priority vector, the matrix must be normalized. Normalizing the

matrix means that for each alternative x;, all the values of a;; must be summed and
each a;; must be divided into that sum. By doing so, we obtain a new matrix where

the new values of a;; are c;; calculated with the formula below.

Cij = 4y
=y o,
2 4y

After normalizing the matrix, the average of c; ; values corresponding for each x; is

calculated and written into the matrix, to obtain the priority vector w.

Wy
w= |W;
w3

2.2.1.3. Calculating lambda (1) coefficient

To calculate the lambda (1) coefficient, the eigenvector method [1] introduced by
Brunelli (2014) was used. The results of the questionnaires are were put in a pairwise
comparison matrix, normalized and the lambda () coefficient was calculated. Brunelli
(2014), explains that there will be several roots for lambda (1) and the one that has the
maximum value A,,,, is used in the Consistency Index (CI) calculation. Here we took

lambda () directly as 4,,,, in our calculations.

The lambda coefficient is calculated by the formula;



Where E; is the Eigen value and is calculated by,

and d is the column vector and is calculated by multiplying the A matrix with the

priority vector w; ;

2.2.1.4. Consistency index

According to the result that given a pairwise comparison matrix A, its maximum
eigenvalue, Amax, is equal to n if and only if the matrix is consistent [1]. The
consistency index was first introduced by Thomas L. Saaty in the late 80’s [3]. As it

was mentioned in 2.2.1.3., we took lambda (L) directly as A,,,4, in our calculations.

CI(A) = 2max =1

n-1
2.2.1.5. Consistency Ratio

The consistency ratio is the ratio found by dividing the CI by RI (A predefined random
index). It can be thought as a rescaled version of CI. In other words, an estimation of
the average Cl is obtained from a large enough set of randomly generated matrices of

size n.

CI(A
CR(A) = #

n



According to Saaty [4], in practice matrices with values CR<0.1 should be accepted
and values greater than 0.1should be rejected. A value of CR = 0.1 means that the
judgments are 10% as inconsistent as if they had been given randomly. You can see
the random index values calculated (Table 1).

Table 1: Random Index Values [1]

n| 3 4 5 6 7 8 9 10
RI,|0.5247 0.8816 1.1086 1.2479 1.3417 1.4057 1.4499 1.4854




CHAPTER 3.
UNIVERSITY TIMETABLING PROBLEM

In this chapter, a case study is made using AHP and a MOMP, in order to solve a
university time-tabling problem. All the steps of AHP defined prior this chapter have
been followed step by step and calculations have been made. The results obtained are
put into GAMS/CPLEX, to solve the mathematical model constructed for the problem.
In the following sections you can find the details about the study.

3.1. CURRENT SYSTEM

In this section, the current time-tabling system used at Cankaya University will be
explained. After understanding the current system, it will be easier to evaluate the new
approach used in this study. In the current scheduling system used by the university,
the main problem is that the notification of problems related to course schedules (class
request, day time change, etc.) are shared with the Registrars’ Office at step 7 (Figure
5). So, the office must go over the schedule again, spending time to arrange the notified

requests.

The change notifications are made by the department chairs of each department. Prior
the notifications, instructors make their requests to the chair, and the chair arranges the
departments’ schedule. Afterwards, the notification is sent to the Registrar’s Office.
As you can see, a lot of process is done behind the stage in order to fulfill instructor
requests, because of not considering their preferences at the beginning. Also, one more
insufficiency of the current system is that, while constructing the schedule, students’

preferences are not taken into consideration either.

10



3.1.1. Steps in the Current System

In the current system used in Cankaya University, the following steps are followed in

order to define the final course schedules;

1.

The departments deliver their courses and data related to these courses to their
department coordinators.

The Mathematics Department places the weekly syllabus of the mathematics
courses on the table by specifying day-hours and forwards them to the
Registrar's Office.

The Department of Basic Engineering submits the weekly schedule of Physics
courses on the table to the Department of Basic Engineering and submits them
to the Student Affairs Department.

The Department of Foreign Languages to place the weekly course schedule of
the English courses on the table by specifying day-hours and forwards them to
the Department of Student Affairs.

All departments to place their courses appropriately on the syllabus delivered
to them.

Course entries take place from Course Data Entry System and are approved by
advisors.

Notification of problems related to course schedules (class request, day time
change, etc.) are shared with the Registrars’ Office.

Course registration of students for Semester.

As we can see, in the current system after collecting course related information from

all departments in a specific order, the Registrars’ Office constructs the overall

schedule. The tasks defined above can be seen in an order in timeline (Appendix 1).
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3.1.2. Problems of the Current System

In this system, the main problem is that the notification of problems related to course
schedules (class request, day time change, etc.) are shared with the Registrars’ Office

at step 7 (Figure 2). So, the office must go over the schedule again, spending time to
arrange the notified requests.

The departments deliver their courses and data related
to these courses to their department coordinators.

The Mathematics Department placss the weekly syllabus
of the mathematics courses on the table by specifying
day-howrs and forwards them to the Registrar's Offics.

k4
The Department of Basic Engineering submits the weekhy
schedule of Physics courses on the table to the
Diepartment of Basic Enginesring and submits them to
the Registrars’ Office.

The Department of Forgign Languages to place the
weekly course schedules of the English courses on the
table by specifying day-hours and forwards them to the
Department of Student affairs.

!

All departments to place their courses appropristely on

l

Course entries take place from Course Data Entry System

k4

Maotification of problems related to course schedules

[class request, day time change, etc.] are shared with the
Registrars” Office.

L

Course registration of students for Semester.

Figure 2: Flowchart of Current System

The change notifications are made by the department chairs of each department. Prior
the notifications, instructors make their requests to the chair, and the chair arranges the
departments’ schedule. Afterwards, the notification is sent to the Registrar’s Office.

As you can see, a lot of process is done behind the stage in order to fulfill instructor
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requests, because of not considering their preferences at the beginning. Also, one more
disadvantage of the current system is that, while constructing the schedule, students’

preferences are not taken into consideration either.

3.2. OUR APPROACH

In the new approach that we instruct, the most important difference is using AHP at
the beginning to determine preferences of instructors and students via questionnaires
and use the information in the basis of constructing the schedule. In the new system
introduced, the timetabling problem will take weights which are calculated in AHP.
The weights refer to instructor and student preferences which are collected using two
different questionnaires filled by the instructors and students respectively. By this way,
the overall process will take less time and obtain a better solution with less effort. In
the next chapter, information about methodology used is explained and details are

given.

3.2.1. Phases of Our Approach

There are four phases in the new approach, which can be seen below in figure 3, in

order to see clearly a wide copy of it has been added to appendix 2;

PHASE Ill - COLLECT NEW DATA -
PHASE Il - RUN GAMS & USE OUTPUT RUN GAMS PHASE IV - USE OUTPUT
Last )

SPRING SEMESTER COURSE REGISTRATIONS.
Students make course choices)

l |

MODEL ( MODEL )

THE BEGINNING OF SPRING SEMESTER
COURSES

FINALIZATION OF COURSE PROGRAMS

Figure 3: Flowchart of the new approach
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The new approach consists of four phases;

1. Phase I. Collecting Data

2. Phase Il. Model First Run & Use Output

3. Phase Ill. Collect New Data & Model Second Run
4. Phase IV. Use the Output

Phase I. Collecting Data

Phase | is focusing on collecting data where the following steps take place;

1. Departments deliver the courses to be opened in the fall semester and the data
related (Instructor needs) to these courses to their department coordinators.

2. The Mathematics Department places the weekly course schedule by specifying
day-time on the table and to forward it to the Registrar's Office.

3. The Basic Courses Department places the weekly course schedule of physics
courses by specifying the day-time on the table and forwards it to the
Registrar's Office.

4. The Department of Foreign Languages prepares the weekly course schedule of
the English courses by specifying the day-time on the table and forwards it to

the Registrar's Office.

Here, instructor and student questionnaires are distributed to collect information about

preferences, in order to be used in AHP.

Phase Il. Model First Run & Use Output

In Phase I, while further steps go on in collecting data, the first run of the model takes
place and the output is used for the first time. Here the preferences of instructors have
been already collected and taken into consideration while constructing a feasible

course schedule. Phase 11 contains the following steps;

1. The Common Courses Department places weekly course schedule by
specifying day-time on the table and forwards it to the Registrar's Office.
2. “MODEL FIRST RUN takes place at this step.

14



3. The course entries are made from the Course Data Entry System (The system
will be closed, and no changes will be made.)
4. The course schedule problems (class request, day time change, etc.) have been

notified to the Registrar’s Office.

Here, the main aim is to obtain zero problems at step 4. If the collected data is
consistent and is used in the model, it is expected to obtain a feasible solution where
all the instructors are pleased with the resulting schedule. The expected income is, of

course to have less problems when compared to the current system.

Phase I1l. Collect New Data & Model Second Run

At the beginning of Phase Ill, there is already a schedule in hand, which has been
obtained as the model has been run in the previous phase. But as the students make
course choices in Phase 11, a second run must be made. The following actions take

place in the third phase;

1. Semester course registrations (Students make course choices)
2. “MODEL SECOND RUN takes place at this step.

3. The beginning of semester courses.
4

. Add-Drop and Advisor Approvals (students change course choices — if any)

In this phase, the schedule is completed, and the semester has begun. In fact the only

need for phase 1V is because of the add-drop period.

Phase IV. Use the Output

This phase has only one step which is the finalization of the course programs. In the
previous steps the preferences data of instructors are collected, the first run has been
made, the course choices have been made by the students, the second run has been

made, add-drops have been made, and lastly the final schedule is released.
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3.2.2. Instructor Questionnaire

In order to collect preference data for instructors, a questionnaire has been prepared
and distributed to each instructor. In the questionnaire, there are three conditions,
where the instructor must choose among, and select the relevant importance between

every pair (Table 2).

Table 2: Selection Criteria (Instructor Questionnaire)

CRITERIA UNWANTED SITUATION
A: REGULAR For example; the teacher has 3 hours on
DISTRIBUTION OF Mondays and Tuesdays and 6 hours on
COURSES Wednesdays and Thursdays; no
(BALANCEDNESS) homogeneous distribution throughout the
week.
That the instructor doesn't have any free
B: HAVING A DAY-OFF days without lessons.
There is no gap of at least 1 hour between
C: HAVING AT LEAST ONE .
HOUR BREAK BETWEEN the courses given by the teacher on the same
COURSES day.

The selection is made by giving numerical values corresponding to importance
relevancy between the criteria. The values are from 1 to 9, where the odd numbers can

be considered as main values and even numbers as intermediate values (Table 3).

Table 3: Values corresponding to importance relevancy

Verbal Scale Main Values
Equally Important 1
Somewhat More Important
More Important
Much More Important
Significantly More Important

O | N|(o1|w
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For example;

If instructor thinks that A is “Significantly More Important” than B; he/she should
write A 9 B for “A & B”;

But he/she thinks that, B is “More Important” than A; for A & B, writing B first: he/she
should write B 5 A.

For another option, if C is “Somewhat More Important “than B; For B & C, writing C
first: C 3 B must be written.

3.2.3. Student Questionnaire

In order to collect preference data for students, a questionnaire has been prepared and
distributed to forty students. In the questionnaire, there are five conditions, where each
student must choose among, and select the relevant importance between every pair
(Table 4).

Table 4: Selection Criteria (Instructor Questionnaire)

UNWANTED SITUATION
The situation that different courses clash at

CRITERIA

A: CLASH OF COURSES .
the same meeting hour.

B: REGULAR For example; the student has 3 hours on
DISTRIBUTION OF Mondays and Tuesdays and 6 hours on
COURSES Wednesdays and Thursdays; no
(BALANCEDNESS) homogeneous distribution throughout the

week.

C: HAVING MORE THAN
THREE HOURS BREAK
BETWEEN COURSES

For example; There is more than 3 hours
break between courses IE376 and IE343
taken by the student.

D: HAVING A DAY OFF

That the student doesn't have any free days
without lessons.

E: HAVING AT LEAST ONE
HOUR BREAK BETWEEN
COURSES

There is no gap of at least 1 hour between
the courses taken by the student on the same
day.
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The selection is made by giving numerical values corresponding to importance
relevancy between the criteria which is exactly the same in the instructor
questionnaire. The values are from 1 to 9, where the odd numbers can be considered

as main values and even numbers as intermediate values (Table 3).

3.3. AHP CALCULATIONS FOR QUESTIONNAIRES

In this section, the aim is to explain the questionnaires applied to both instructors and
students to collect relevant data of their preferences. The results of the questionnaires
leaded us to weights which are the main reason to use AHP and were used in the

mathematical model.

3.3.1. Calculation for Instructor Questionnaire

In this part the calculation of the weights for instructor questionnaire is explained. A
total of 10 instructors attended the questionnaire. At the end the result is checked by
Consistency Ratio (CR) calculation, and the weights are obtained to be used for

instructor preferences.

3.3.1.1. Pairwise Comparison Matrix

By selecting among each pair, the pairwise comparison matrix was constructed, which
had given a ratio between degrees of preferences among all criteria according to the

instructor questionnaires.

A B C

A 1.00 0.26 0.31

A= B 3.86 1.00 3.26
C 3.09 0.31 1.00

TOTAL | 7.95 1.57 4.57
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3.3.1.2. Normalizing the Matrix

After the pairwise comparison is constructed, it is normalized by dividing each cell to

the column total. The normalized matrix can be seen in table below.

A B C

A 0.13 0.17 0.07

C= B 0.49 0.64 0.71
C 0.39 0.20 0.22

The W; priority vector is calculated from the normalized matrix, by taking the averages

of each row corresponding to the criteria A, B, and C respectively.

3.3.1.3. Calculating lambda (1) coefficient

In order to find out the lambda (1) coefficient, firstly the column vector D; and Eigen

vector E; have been calculated.

Dl = AW

1 026 0.317[0.12
D,=1386 1 3.26|0.61
3.09 031 1 llo27

D, [3.02]

E,=— = [3.18

W 308

A =—=3.09
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3.3.1.4. Calculating Cl & CR

The A coefficient has been used to find Consistency Index (CI) and calculate the

Consistency Ratio (CR).

A-n _ 3.09-3

CI=n_1— 31 = 0.05
CR—CI —0'05—008 < 0.1 (Consistentth t
= %] = 0sg — 008 <0 (Consistent then accept)

As CR is smaller than 0.1 so the weights that are obtained are accepted to be used in

the model.

3.3.1.5. Objective Weights for Instructors

After the calculations and consistency controls were made, the following weights were

eligible to be used in the model for instructor preferences.

0.12
W, =10.61
0.27

3.3.2. Calculation for Student Questionnaire

In this part the first attempt made for calculation of the weights for student
questionnaires are explained. A total of 50 students attended the questionnaire. At the
end you will see that the result is checked by Consistency Ratio (CR) calculation, and
the weights obtained are refused to be used. Therefore, a second attempt has been made

after applying the same questionnaire to same students. Although the results in the first
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attempt were inapplicable, it was important to show you the overall work and steps

followed consequently to find applicable results.

3.3.2.1. Pairwise Comparison Matrix

By selecting among each pair, the pairwise comparison matrix was constructed, which
had given a ratio between degrees of preferences among all criteria according to the

student questionnaires.

A 1.00 4.96 4.07 4.57 5.04
B 0.20 1.00 4.90 4.85 4.81
A= C 0.25 0.20 1.00 4.73 4.47
D 0.22 0.21 0.21 1.00 6.26
E 0.20 0.21 0.22 0.16 1.00
Total | 1.86 6.58 10.41 15.32 21.58

3.3.2.2. Normalizing the Matrix

After the pairwise comparison is constructed, it is normalized by dividing each cell to

the column total. The normalized matrix can be seen below.

A B C D E
A 0.54 0.75 0.39 0.30 0.23
B 0.11 0.15 0.47 0.32 0.22
C= C 0.13 0.03 0.10 0.31 0.21
D 0.12 0.03 0.02 0.07 0.29
E 0.11 0.03 0.02 0.01 0.05
Total 1 1 1 1 1
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The W priority vector is calculated from the normalized matrix, by taking the averages

of each row corresponding to the criteria A, B, C, D and E respectively.

:
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3.3.2.3. Calculating lambda (1) coefficient

In order to find out the lambda (1) coefficient, firstly the column vector D and Eigen

vector E have been calculated.

D, = AW

4.96

0.20
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4.07
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3.3.2.4. Calculating Cl & CR

The A coefficient has been used to find Consistency Index (Cl) and Consistency Ratio

(CR).
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A—n _ 6.25—-5

CI=n_1 - =0.31
CR—CI _ 03l =0.28 >0.1 (Not istent th ject
= % = T1iose = 028 20 (Not consistent then reject)

As CR is greater than 0.1, the weights that are obtained could not be used in the model.

3.3.3. Calculation for Student Questionnaire (Second attempt)

As the first attempt had not driven results suitable to be used in the model, a second
questionnaire has been delivered to the same students. The gathered data is used to

calculate the CR value. The same steps in section 3.3.2 were followed.

3.3.3.1. Pairwise Comparison Matrix

By selecting among each pair, the pairwise comparison matrix was constructed, which
had given a ratio between degrees of preferences among all criteria according to the

student questionnaires.

A B C D E
A 1.00 2.52 3.08 6.72 9.00
B 0.40 1.00 2.39 4.01 6.79
C 0.32 0.42 1.00 4.73 4.47
D 0.15 0.25 0.21 1.00 4.95
E 0.11 0.15 0.22 0.20 1.00
Total 1.98 4.34 6.91 16.67 26.22
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3.3.3.2. Normalizing the Matrix

After the pairwise comparison for the second attempt was constructed, it was
normalized by dividing each cell to the column total.

A B C D E
A 0.50 0.58 0.45 0.40 0.34
B 0.20 0.23 0.35 0.24 0.26
C 0.16 0.10 0.14 0.28 0.17
D 0.08 0.06 0.03 0.06 0.19
E 0.06 0.03 0.03 0.01 0.04
| Total 1.00 1.00 1.00 1.00 1.00

The W priority vector is calculated from the normalized matrix, by taking the averages
of each row corresponding to the criteria A, B, C, D and E respectively.

=
Co oo
OO L NN
[JSRCSEEN e We)
e e e e ]

3.3.3.3. Calculating lambda (1) coefficient

In order to find out the lambda (X) coefficient, firstly the column vector D¢ and Eigen

vector E ¢ have been calculated.

[1 252 308 672 9 7 [046] [249]
040 1 239 401 679 |026] |1.41|
D,=1032 042 1 473 447! .l017!=10.97]
lo.15 025 021 1 4.95J l0.08J [0.42]
0.11 0.15 0.22 020 1 0.031 lo.18
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[5.47 |
g _Ds |553|
s =17, 1 565
w
{511}
5.15
E
1 =-2=7538
n

3.3.3.4. Calculating Cl & CR

The A coefficient has been used to find Consistency Index (CI) and Consistency Ratio
(CR).

¢ 010
" RI  1.1086

CR =0.09 <0.1 (Consistent then accept)

As CR is smaller than 0.1, the weights that are obtained were suitable to be used in the

model.

3.3.3.5. Objective Weights for Students

After the calculations and consistency controls were made, the following weights were

eligible to be used in the model for student preferences.



3.3.4. Results Obtained from AHP

As it is explained in the previous subsections, the AHP calculations for the instructor
and student preferences were completed and the weights W; and W, are obtained to be

used in the mathematical model. The values are given below.

0.12
w, =061 w, =
0.27

co oo
oo =N
wo N oo
e s e e e

:
|
|
I
|
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CHAPTER 4.
MATHEMATICAL MODEL

In order to solve the problem, a mathematical model is constructed, verification and

validation of the model are performed.

4.1. THE MODEL

The sets, parameters, decision variables, constraints and objective function are as

follows.

SETS
St the set of instructors
St = {l:1 = BS,FCC,MAE,GY,HA,NK,OK, AK,HO, AKK}

S4 the set of days
S ={d:d =1,2,...,5}

S set of starting hour of class meetings
Sh ={h:h = 09,10, ...,16}

St et that defines time for meeting hours for each day and is a combination of
day & hour
St =549 x st
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Sm

S9

Si

SJ

is the subset of S where t belongs to meeting starting hour

St ={109,209,309,409,509} where h = 1

is the subset of St where t belongs to meeting day
S5 =1{109,110,111,112,113,114,115,116,} whered = 1

is the set for the class meetings, which are formed by the combination of
courses, their types (Theory or Practice) and section number

S™ = {m:m = IE333T2,IE334P1,...}

subset of S™ defining external class meetings (belonging to other
departments)

S = {m:m = CENGxxxLx, ... }

The set of students who take same courses at same time (defines student
groups)

S9={g:9=12,..,G}

is the set of criteria that instructors select upon

St={i:i=123}

is the set of criteria that students select upon

S ={j:j=1,234,5}

The elements of the set indicate the name and surname of each instructor. Ten

instructors in the Industrial Engineering Department are defined as elements of set S.

S% is the set of days. Beginning from Monday to Friday, five consecutive days are the

elements of this set.

28



St is the set that defines the time for meeting hours for each day and is constructed by
a combination of day & hour. The first digit is for the day where the meeting is held
and the second and third digits imply the hour of that specific day. For example, if we
consider 10 o’clock on Tuesday, it is denoted as 210, whereas 14 o’clock on Friday is
denoted as 514.

S™ is the set for the class meetings, which are formed by the combination of courses,
their types (such as lecture or recitation) and section number. For example, IE407L9
indicates that, it is the IE407 courses Lecture for section 9, where 1E232R1 indicates

that it is the first section of recitation for course 1E232.

PARAMETERS
BigM A large number
ko Total duration of class meeting m (in hours)
ng number of students in student group g
GMy _ {1 if student group g take_s class meeting m
0 otherwise
LM, _ {1 if instructor lis assignec? to class meeting m
0 otherwise
Fi. _ {1 if timetis feasible for instructor |
0 otherwise
Wi, weight of balancedness objective for instructors (1)
WI, weight of day-off objective for instructors (I,)
Wi, weight of break between meetings objective for instructors (I5)
WS, weight of balancedness objective for students (S,)
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ws,

WS,

ws,

WSs

S,

Sl,

Sly

SS,

SS,

SS,

SS,

SSs

weight of day-off objective for students (S,)

weight of break between meetings objective for students (S5)
weight of no long-break objective for students (S,)

weight of no clash objective for students (Ss)

scale of balancedness objective for instructors (I;)

scale of day-off objective for instructors (1)

scale of break between meetings objective for instructors (I3)
scale of balancedness objective for students (S,)

scale of day-off objective for students (S,)

scale of break between meetings objective for students (S3)
scale of no long-break objective for students (S,)

scale of no clash objective for students (Ss)

_ {where external class meeting m starts at time
0 otherwise

_ {Where external class meeting m occurs at time t
0 otherwise
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Weight parameters are obtained from AHP. Scale parameters (from SI; to SSg) are
used to balance objective function components. Derivation of the numerical values of

these parameters will be explained in the following parts of this section.

As it was mentioned in section 3.2.1.”Phases of Our Approach”, there are four phases.
In the first phase data is collected and both the instructor and student preference

weights are calculated. In the second phase, model’s first run took place.

At the third phase data is collected again but the weights for preferences remain same.
Lastly, at the fourth phase the model’s second run has been made to obtain the final

schedule.

So, only the values of the parameters below do change in Phase I1I;

e n

g
e GMy,,
(] LMl,m

Where the other parameters remain the same (Table 5).

Table 5: Data Collection & Parameter Calculation for Phases

PHASE | PHASE 11 PHASE Ii1 PHASE IV
BigM No Data Collection | No Change in Data | No Data Collection
ki No Data Collection | No Change in Data | No Data Collection
ng No Data Collection ng No Data Collection
GMg No Data Collection GMg ., No Data Collection
LM, No Data Collection LM, No Data Collection
Fi, No Data Collection | No Change in Data | No Change in Data
WI, to Wi, No Data Collection | No Change in Data | No Change in Data
WS, to WSe No Data Collection | No Change in Data | No Change in Data
Xim No Data Collection | No Change in Data | No Data Collection
Yim No Data Collection | No Change in Data | No Data Collection
S, to SI; No Data Collection | No Change in Data | No Change in Data
S§S5; to SS¢ No Data Collection | No Change in Data | No Change in Data
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DECISION VARIABLES

Xem

TID, 4

BID, 4

DID:d’d,

DID, ; 4

NBI,

TSDy 4

BSD, 4

+
DSDg,d,d'

DSD;,d,d,

_ {1 if class meeting m starts at time t
0 otherwise

_ {1 if class meeting m occurs at time't
0 otherwise

_ {1 if student group g has any class meeting at time't
0 otherwise

= Total meeting hours of Instructor londay d

_ {1 if instructor | has meeting onday d
0 otherwise

= Positive dif ference between total meeting hours of

Instructor l on days d and d’

= Negative dif ference between total meeting hours of

Instructor L on days d and d’

_ {1 if there is no break after meeting m for instructor l
0 otherwise

= Total meeting hours of student group g onday d

_ {1 if student group g has meeting onday d
0 otherwise

= Positive dif ference between total meeting hours of

student group g ondays d and d’

= Negative dif ference between total meeting hours of

student group g ondays d and d’
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NBSym

LBSym

NCS,,

_ {1 if no break after meeting m for student group g
0 otherwise

_ {1 if break > 3 hrs after meeting m for student group g
0 otherwise

= Number of clashing meetings at time t for student group g

Total time and daily differences between total meeting hour for all

instructors.
Total days that instructors have meetings.

Total meetings of instructors that there is no at least one-hour break
after meeting.

Total time and daily differences between total meeting hour for all

students, weighted by group size.
Total days that student group has meetings, weighted by group size.

Total meetings of student group that there is no at least one-hour break

after meeting, weighted by group size.

Total meetings of student group that has at least three hours break

between meetings, weighted by group size.

Total number of clashes for student groups, weighted by group size.
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CONSTRAINTS

Xem = Xem s Vt, mwherem € ST

Yem =Yém; Vt, mwherem € ST

ZXt’m =1;Vm
vt

Z Yt,m = km ; vym
vt

Xem =0;t€S5t>8d—ky+1

Yem=Xemit&t' €St +k,—1>t' >t

z Yt,m LMl,m < Fl,t ; Vl, t

vm,meSh

TIDl,d = Z Z Yt,m LMl,m ; Vl,d

t
tesy; vm

BigM X BID, 4 = TID,4; Vl,d

DID}y 4, = TID,g — TID, 4 — BigM x (1 — BID, 4/)

DID;y 4, = TIDy4, — TID, 4 — BigM x (1 — BID,4)

(1)

(2)

(3)

(4)

()

(6)

(")

(8)

(9)

(10)

(11)
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11 = zz z DIDle'd, + DIDle'd,

vd vdr Vi

12 = ZZ BIDl,d

vd Vi

Yt,mLMl,m va, Yt+1,mlLMl,m’ - 1 S NBIl,m Vl, m, m’, t

I, = Z Z NBI,

vm Vi

TSDyq = Z Z Yom GMym; VYg,d

tesy vm
BigM X BSDg 4 = TSDy4; Vg,d
DSD, 44 = TSDy 4 —TSD, 40 — BigM x (1- BSDg‘dr) vg,d,d

DSD; 44 = TSDga — TSDy 4 — BigM x (1 — BSDy4)  Vg,d,d’

Sy = Z Z Z ng X (DSDy 4.4/ + DSDF 4 /)

vd vdr Vg

S, = Z Z ng X BSDy 4

vd Vg

Yvm YemGMgm < MU, 4
Vg,t

(12)

(13)

(14)

(15)

(16)

(17)

(18)

(19)

(20)

(21)

(22)
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XimGMgp+Uy 5 -1< NBS, 1,

Vg,m,t,t" ,wheret' =t + k(m) and t&t' € S}

S3= ) ) ng X NBS,

vm Vg

t+km+2
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Here, constraints (1) and (2) are used for the external courses taken from other
departments. Constraint (3) defines the beginning hour of a meeting, where constraint
(4) defines the duration hours of a meeting. Constraint (5) implies that the last hour of
a meeting cannot exceed the last hour of a day. Constraint (6) says that a specific
meeting’s occurrence time should begin or must be after its starting time. Constraint
(7) ensures that an instructor cannot have more than one meeting at the same time.
Constraint (8) expresses that an instructor’s total meeting hours in a day is defined as
the total lecture hours he/she gives. Constraint (9) is used to find whether the instructor
has meeting on the specified day. Constraints (10) and (11) together make a balance
of daily meeting hours of assigned meetings throughout the week, meaning that there
will be not much difference in total daily meeting hours between days. Here the values
of “0” are neglected and not taken into consideration. Constraint (12) gives, I; which
is the regular distribution of courses (balancedness) for instructors. Constraint (13)
gives, I, which shows that the instructor has a day-off. Constraint (14) shows that there
is at least one-hour break between meetings hours for the instructor, by the help of
constraint (15) indicating I3 which corresponds to occurrence of a break after meeting.
Constraint (16) expresses that an instructor’s total meeting hours in a day is defined as
the total meeting hours of a student group takes. Constraint (17) ensures that the
instructor has meeting on the specified day. Constraints (18) and (19) together make a
balance of daily meeting hours of assigned meetings throughout the week, meaning
that there will be not much difference in total daily meeting hours between days.
Constraint (20) gives, S; which is the regular distribution of courses (balancedness)
for students. Constraint (21) gives total days of the week that student group has
meetings weighting by group size. Constraint (22) defines if student group has any
meeting at that time. Constraint (23) shows that if there is no at least one-hour break
between meeting hours for the student group. Constraint (24) assigns value of S5 using
no one-hour breaks after meetings weighting by group size. Constraint (25) expresses
that there are at least 3 hours between two different meetings. Constraint (26)
expresses, S, which means that there are at least three hours break between courses for
students, where constraint (27) indicates there is no clash of different courses at the

same meeting hour, by the help of, Ss, defined in constraint (28).

The instructor objective function (29) calculates the total value for instructors. Each

component has three parts, viz., weight, scale and function value. For example, the
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first component W1, S1, 1, is composed of weight parameter obtained from AHP, scale
parameter to balance this component with others and the first objective function of
instructors (the total time and daily differences between total meeting hour). Usage
and finding values of scale parameters is explained in the next paragraph. The student
objective function (30) calculates the total value for students similar to (29). The
overall objective function (31) is the sum of linear combination of instructor and
student objective functions with factor a, where 0 < a < 1. « = 1 means only the

instructors’ objectives are considered in optimization, « = 0 means just the opposite
(means only the students’ objectives are considered), a = 1/2 means objective

functions of instructors and students are treated equally, and so on.

Scale parameter is used as follows. Consider I; and I, values for a specific solution
(i.e., X, m and Y, ,, values) and also assume that I; = ¢ (c is a number), I; = 1000c.
In this case, the effect of second objective function of instructors will be more than the
first one. If this happens in general, optimal solution will be biased to meet the second
objective function component more that the first one. Actually, the weight parameters
of AHP is for this purpose, but the value difference between objective function
components deteriorate this effect. If we use scale values as 1000 and 1 for SI; and
S1,, respectively, first two components of the objective function will be W1,10001; +
WI,I,. Using weight parameters, the purpose of AHP is achieved without any scale

effect of numerical values of the objective function coefficients.

Scale parameters are found as follows. We solve the mathematical model for the
schedules used at fall and spring semesters of 2018-2019 Academic Year (see Section
5.1 for detailed explanation of data sets). In other words, all courses are assumed as
external courses and consequently there is no decision variable in the model. Only the
values of objective function components are calculated in this fashion. The model is
solved for both fall and spring semester data and average values of objective function
components are used in finding scales. Scales are found in such a way that average
values multiplied by scales would be equal, and this value is selected to be 500. Then,
average values multiplied by scales for all three objective function components will be

the same and it is 500.
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In Tables 6 and 7, values used are obtained by solving the mathematical model.
Average implies the average of values obtained from fall and spring semester data
results. LB and UB are the lower and upper bounds indicating the values that each
objective component can take and are calculated by using the formulas for each

component. The column “Likely” indicates the outcome that is mostly expected.

Since weight factors are summed up to 1, ZI will be 500, as well. For students, similar
approach is used but since ZS is composed of five objective function components, 300

is used as the number for multiplying average values with scales.

Table 6: Scales Calculations for Instructor Objectives

Objective | Value | Value

Function with with | Average | Scale
Component | Fall Spring

11 98 26 62 8.0645
12 29 20 24.5 | 20.4082
13 24 24 24 20.8333

Table 7: Scale calculations for Student Group Objectives

Objective | Value | Value | Average | Scale
Function with with

Component | Fall Spring

S1 3824 | 2548 3186 | 0.0941
S2 848 829 838.5 |0.3577
S3 216 109 162.5 | 1.8461
S4 1192 | 1097 | 11445 | 0.2621
S5 204 175 189.5 | 1.5831
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4.2. Verification

The model constructed has been used in GAMS/CPLEX and syntax error checks were
made. After that all the syntax errors were resolved and the verification of the model
has been completed. This was important to be sure that the model we constructed was
put into GAMS/CPLEX correctly.

4.3. Validation

After constructing the model, a sample data named “TOY” has been used to validate
the model (Table 8). The TOY data was a small sample, taken from the full data
obtained from Cankaya University. The results were as expected, and the validation
process was successful. Further step to be taken was using the verified mathematical

model with the full data set in the experimentation phase.

Table 8: Sets of data set TOY

D TH
t M g | d| h t df t h me mi

109, |[CENG128L1, |1, BS |1 9 |109 . 1|109 . 9|CENG128L1,

110, [CENG128T1, |2, FCC | 2| 10 [110 . 1|110 . 10|CENG128T1

111, |[IE227P1, 3, | MAE 11 (111 . 1)111 . 11 IE227P1,
112, |[IE227P2, 4, 12 (112 . 1|112 . 12 IE227P2,
113, [IE227T1, 5 13 (113 . 1|113 . 13 IE227T1,
114, [IE227T2, 14 (114 . 1|114 . 14 IE227T2,
115, |[IE232P1, 15 (115 . 1|115 . 15 IE232P1,
209, |IE232T1, 209 . 2(209 . 9 IE232T1,
210, |IE334P1, 210 . 2(210 . 10 IE334P1,
211, |IE334P2, 211 . 2211 . 11 IE334P2,
212, |IE334T1, 212 . 2212 . 12 IE334T1,
213, |IE334T2 213 . 2213 . 13 IE334T2
214, 214 . 21214 . 14

215 215 . 2]215 . 15

40



The TOY data set, and the steps followed while solving the problem will be explained
with the help of tables. This will help the readers better understand the constraints,
objectives and how the model works. As mentioned above, the sample data “TOY”,
has been driven from the actual data set. The elements of the set were selected for; 2
days, 7 hours, 12 meetings, 5 student groups and 3 instructors given in table 8 above.

The k,,, values which describes each courses total weekly hour, was listed in order to
be used in the model. The twelve courses and their weekly hours can be seen in table

9 below.

Table 9: The list of k_m used in TOY data

m k
CENG128L1
CENG128T1
IE227P1
IE227P2
IE227T1
IE227T2
IE232P1
IE232T1
IE334P1
IE334P2
IE334T1
IE334T2

WIWININITWINIWIWININ[WIN

The five different student groups, and the number of students of each group are defined

in ng which is shown below in table 10.

Table 10: n, used in TOY data

Group Number of

No Students
1 3
2 5
3 10
4 2
5 7
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The meetings assigned to student groups are defined in the GM, ,, data sheet, which

can be seen below in table 11.

Table 11: GM, ., used in TOY data

CENG128L1 [CENG128T1 |IE227P1 |IE227P2 [IE227T1 |IE227T2 |IE232P1 |IE232T1 |IE334P1 |IE334P2 |IE334T1 |IE334T2
1 1 1 1 1
2 1 1 1 1 1 1
3 1 1
4 1 1 1 1
5 1 1 1 1

The instructors assigned to meetings are defined in the LM, ,,, data sheet, which can be

seen below in table 12.

Table 12: LM, ,,, used in TOY data

CENG |CENG |IE227|IE227 |IE227 |IE227|IE232 [IE232 |IE334 |IE334|IE334 |IE334
12811 12871 (P1 P2 T1 T2 P1 T1 P1 P2 T1 T2

BS 0 0 0 0 0 0 1 1 1 1
FCC 0 0 0 0 1 1 0 0 0 0
MAE 1 1 1 1 0 0 0 0 0 0

The specific times available for each instructor is defined inF;, data sheet, for each of

the three instructors for 14 hours (table 13).

Table 13: F;, used in TOY data

109110111112 |113|114|115|209|210|211|212|213|214|215
BS 1 1 1 1 1] 1 1 1 1 1 1 1] 1 1
FCC
MAE 1 1 1 1] 0] O 1 1 1 1 1/ 0| O 1
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The W1 values calculated for instructor preference weights used in TOY data can be

seen below in table 14. There are three weights for three instructors.

Table 14: WI used in TOY data

weight of balancedness objective for instructors Wil 0.12
weight of day-off objective for instructors WI2 0.61
weight of break between meetings objective for instructors WI3 0.27

The WS values for five different students are entered in TOY data sheet which can be

seen in table 15.

Table 15: WS used in TOY data

weight of balancedness objective for students WS1|0.46
weight of day-off objective for students WS2|0.26
weight of break between meetings objective for students WS30.17
weight of no long breaks objective for students WS4 | 0.08
weight of no clash objective for students WS5 | 0.03

X{m is given in table 16, which is used for the external class meeting in TOY data

sheet. As it was introduced before, it shows at what time the meeting starts.

Table 16: X¢,,, used in TOY data

CENG128L1 | CENG128T1
109 1 1

110
111
112
113
114
115

215
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tm

is given in table 17, which is used for the external class meeting in TOY data

sheet. The Y%, data shows at which time t, an external class meeting occurs.

Table 17: Y%, used in TOY data

CENG128L1 | CENG128T1
109 1 1
110 1 1
111 1
112
113
114
115
209
210
211
212
213
214
215

After the data and the model has been entered, GAMS/CPLEX has been used to run
the mode in order to find a result. The GAMS/CPLEX results are shown below.
Schedules were constructed for each instructors. The schedules for instructors BS,
FCC and MAE can be seen in tables 18, 19 and 20 respectively.

Table 18: The schedule for instructor BS

Monday | Tuesday
9 |1E334T1 | IE334T2
10| IE334T1 |IE334T2
11|IE334T1 |IE334T2

12

13 IE334P2
14 |334P1 |1E334P2
15|334P1
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Table 19: The schedule for instructor FCC

Monday | Tuesday
9 IE232P1
10 IE232P1
11 IE232P1
12
13 IE232T1
14 IE232T1
15 IE232T1

Table 20: The schedule for instructor MAE

Monday | Tuesday
9 IE227T1
10| 1E227T2 |IE227T1
11| 1E227T2 |IE227T1

12 | IE227T2
13| IE227P2
14 |1E227P2 |1E227P1
15 IE227P1

After the results obtained above, we had the opportunity to check whether our model
was working properly or not. To check the results, we looked at the preferences of
instructors. Instructor MAE had not preferred one option over another significantly.
His selections were not pointing on a special will. That’s why his schedule was
constructed as it was shown in table 20. As you can see, there are no break hours on
Monday between meetings IE227T2 and IE227P2, where there is a one-hour break on
Tuesday between meetings IE227T1 and IE227P1. According to MAE’s preferences,

the resulting schedule obtained for him was accurate.

Instructor BS made his preferences more likely to have at least one-hour breaks
between his course meetings. The resulting schedule for him in table 18 was
constructed by the model in order to have at least one-hour break, which is pretty
aligned with his preferences. As you can see, on Monday there are two off hours
between meetings 1IE334T1 and IE334P1. Also there is a one-hour break between
meetings IE334T2 and IE334P2 on Tuesday.
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Lastly, instructor FCC made his preference to have a day-off. The resulting schedule
obtained for him as shown in table 19, exactly satisfied his choice. As you can see he
has no course meetings on Monday, and both course meetings he attends are on
Tuesday. As discussed above, the model we constructed to solve the timetabling
problem by the use of AHP has given results parallel to the weights of instructor
preferences. Further studies can be; applying this approach to other real-life problems
where subjective thoughts or opinions of people should have been taken in

consideration.
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CHAPTER 5.
EXPERIMENTATION AND RESULTS

We solve the mathematical programming model under different scenarios. The results
show that the solutions are much better than the current timetable. These are explained

in the following sections.

5.1. EXPERIMENTATION

After finishing the verification and validation of the model by the use of TOY data,
the full data taken from Cankaya University was used in GAMS/CPLEX to obtain the
real-life results. Two sets of data is obtained for the fall and spring semesters of 2018-
2019 Academic Year. We use them for scales of the objective function (as explained
in Section 4.1) and only solve the model for fall semester. Fall semester data consists
of 10 instructors, 104 course meetings, 292 student groups, 5 days and 8 hours a day.
A specific setting of the model has been run for 24 hours and the gap between the best
solution and the optimal one is about 68% as seen in Figure 4. Therefore, we made
some simplifications on the data to reduce the problem size. Since the run durations
were very long, the reduction made according to the student groups which were taking
at least five courses in that semester has been taken. The resulting “reduced” fall
semester data consists of 10 instructors, 17 course meetings, 13 student groups, 5 days

and 8 hours a day.
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e
DE
[ L]

=
courseschedular_optimal_191013
Elapsed real time = 67138.59 sec. (tree size = 17.01 MB, solutions = 10)
2100 1411 116.1€03 5408 320.5428 101.8292 22825827 €8.23%
2200 1477 126.8420 5170 320.5428 101.8292 23290166 €8.23%
2300 1537 139.3522 4868 320.5428 101.8252 23786046 €8.23%
2400 1le0S 155.1923 4547 320.5428 101.8252 24517385 €8.23%
2500 1e€5S 164.9€51 44€8 320.5428 101.8252 24841251 €8.23%
2600 1735 112.1211 €625 320.5428 102.0556 25794751 68.15%
Cuts: 476
2700 1835 107.8742 7186 320.5428 102.1481 26309605 €8.13%
Cuts: 90
2800 1935 12€.0€10 5879 320.5428 102.1481 26824299 €8.13%
2900 2033 104.€723 €388 320.5428 102.1502 27156731 €8.12%
Cuts: 44
3000 2131 122.8€32 5681 320.5428 102.15%02 27665872 €8.12%
Elapsed real time = 78504.80 sec. (tree size = 27.20 MB, solutions = 10)
* 3095+ 2224 319.9279 102.1902 27850982 €8.06%
3100 2231 103.2055 7150 319.927% 102.1505 27927746 €8.06%
Cuts: 39
3195+ 2324 319.8045 102.1505 2g8427855 €8.05%
3200 2331 123.7102 5964 315.8045 102.1505 28443947 €8.05%
3300 2425 102.8136 7144 315.8045 102.2351 28763815 €8.03%
Cuts: 4
3395+ 2517 318.3738 102.2391 29613100 €7.89%
3400 2524 114.9792 5679 318.3738 102.23591 296419499 €7.89%
3500 2ele 103.0220 7432 318.3738 102.2411 303€3200 €7.89%
Cuts: 21
€
Cuts: 21
Interrupt Stop [ Summary only W Update

The runs were made for different alpha () levels for the data set with a gap of 20%.
A gap of 20% means that GAMS/CPLEX will stop when it finds a solution with
proximity of 20% to the optimal solution. Afterwards the results were compared to the
current solution in order to determine the improvement achieved on the objectives.
The run times spent for different alpha levels in GAMS/CPLEX for the reduced data

set can be seen below in table (21). In the next section, the results obtained for different

Figure 4: Screenshot for run of full data in GAMS/CPLEX

alpha (a) levels are shown.

Table 21: Time durations of runs for different alpha levels

Alpha Values Duration (sec) |Duration (min)
o =0.25 2910 48.5
o =0.50 1340 | 22.33333333
o =0.75 182 | 3.033333333
o =1.00 8| 0.133333333
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5.2. RESULTS

The results obtained for Z¢, Z* and improvement in the overall objective function can
be seen in table 22. The improvement in the overall objective function for
a specific a value is calculated as follows:

ZC — ZCZ
ZC

x 100

Table 22: Z¢, Z*and improvement results

Fall
Optimal Improvement (%)
Current (according to a values 0.25 to 1) (according to a values 0.25 to 1)
0.25 .50 0.75 1 0.25 | 0.50 | 0.75 1
VA = 50.89 92 141.69 | 177.69 | 87 80 73 70
VA --- 406.68 | 468.07 | 529.47 | 590.86 | ---

ZI 590.86 | 176.31 | 171 |183.32|177.69| 70 71 69 70

VA 345.28 | 9.08 13 16.80 | 75.32 | 97 96 95 78

14 98 0 2 6 6 100 | 98 94 94
I, 29 11 10 12 12 62 66 59 59
I3 24 7 8 5 4 71 67 79 83
S 3824 60 180 202 1044 98 95 95 73
S, 848 27 41 58 65 97 95 93 92
Ss3 212 3 1 2 63 99 | 100 99 70
S4 1169 14 36 56 65 99 97 95 94
Ss 204 51 21 18 58 75 90 91 72

As it is show in table 22, although the model has been run with a 20% gap, a significant
improvement has been achieved related to the current solution. The alpha values
change the participation rate of the instructor and student preference weights. As a
value gets closer to 1, the preferences of instructors are considered more than the
student preferences. In the same manner, as a value gets closer to 0, the preferences

of instructors are considered less according to student preferences.
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In the table the improvements are given according to each four cases that imply
different importance situations. The results show that the model achieved an
improvement in objective function in the range of 70-87%.
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CHAPTER 6.
CONCLUSION

In this study, the aim was to construct a mathematical model in order to solve
university timetabling problem. As it was mentioned in the previous sections, a sample
data has been taken and run in GAMS/CPLEX to be able to check the accuracy of the

model.

The important aspect of this study is to solve a mathematical programming model for
the university timetabling problem and incorporating Analytic Hierarchy Process to
calculate the weights of instructor and student preferences to handle the objective
function. In order to weight instructor and student preferences, we use five levels of
linear combination, where the extremes are considering only the instructor preferences
and only the student preferences, and the middle combination is treating those

preferences equally.

Our problem is an NP-Hard problem. In our sample data set, the run time was not a
serious problem. But with real data set, it was harder to solve. We first reduced the real
data set and then sacrificed from gap percentage of best solution to optimal solution.
Even with 20% gap, we obtained significant improvements (up to 87%) in the

objective function value.

Our main contribution to timetabling problem is using AHP to determine preference
weights. This problem can be solved by using a metaheuristic approach, which is
expected to find a much better solution than optimization with 20% gap, but this
approach is beyond our the scope of our work and can be considered as future work of

this study.

o1



REFERENCES

[1] Brunelli, Matteo. Introduction to the analytic hierarchy process. Springer, 2014.
[2] Saaty, Thomas L. "How to make a decision: the analytic hierarchy
process." European journal of operational research48.1 (1990): 9-26.
[3] Saaty, Thomas L. "Axiomatic foundation of the analytic hierarchy
process.” Management science 32.7 (1986): 841-855.
[4] Saaty, Thomas L. “Decision Making for Leaders. The Analytic Hierarchy Process
for Decisions in a Complex World”. University of Pittsburgh Press, 1988.
[5] Mavrotas, George. "Effective implementation of the €-constraint method in multi-

objective mathematical programming problems.” Applied mathematics and
computation 213.2 (2009): 455-465.

[6] Kaisa Miettinen (1999). Nonlinear Multiobjective Optimization. Springer.
ISBN 978-0-7923-8278-2. Retrieved 29 May 2012.
[7] Ching-Lai Hwang; Abu Syed Md Masud (1979). Multiple objective decision

making, methods and applications: a state-of-the-art survey. Springer-Verlag.
ISBN 978-0-387-09111-2. Retrieved 29 May 2012.

[8] Nguyen, Hoang Anh; van Iperen, Zane; Raghunath, Sreekanth; Abramson, David,;

Kipouros, Timoleon; Somasekharan, Sandeep (2017). "Multi-objective
optimization in scientific workflow". Procedia Computer Science. 108: 1443—
1452.

52


https://www.wikizeroo.org/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvSW50ZXJuYXRpb25hbF9TdGFuZGFyZF9Cb29rX051bWJlcg
https://www.wikizeroo.org/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvU3BlY2lhbDpCb29rU291cmNlcy85NzgtMC0zODctMDkxMTEtMg

[9] Hwang, Ching-Lai, and Abu Syed Md Masud. "Methods for multiple objective

decision making." Multiple objective decision making—methods and
applications. Springer, Berlin, Heidelberg, 1979. 21-283.

[10] Access: https://www.collinsdictionary.com/ dictionary/english/timetabling
19 June 2019
[11] S. Even, A. Itai, A. Shamir, On the complexity of timetabling and

multicommodity flow problems, SIAM Journal of Computation 5 (1976)691—
703.

[12] D. Werral, An introduction to timetabling, European Journal of Operations
Research 19 (2) (1985) 151-162.
[13] T.B. Cooper, J.H. Kingston, The complexity of timetable construction problems,

in: E.K. Burke, P. Ross (Eds.), Practice and Theory of Automated Timetabling,
in: Lecture Notes in Computer Science, vol. 1153, 1996, pp. 283-295.

[14] S. Daskalaki, T. Birbas, E. Housos, An integer programming formulation for a

case study in university timetabling, European Journal of Operations Research
153 (1) (2004) 117-135.

[15] I. Kara, M.S. Ozdemir, Minmax approaches to faculty—course assignment

problem, in: Proceedings of the 2nd International Conference on the Practice
and Theory of Automated Timetabling, 1997, pp. 167-181.

[16] Hertz, Alain, and Vincent Robert. "Constructing a course schedule by solving a

series of assignment type problems." European Journal of Operational
Research 108.3 (1998): 585-603.

[17] Kan, A. R. (2012). Machine scheduling problems: classification, complexity and
computations. Springer Science & Business Media.
[18] Kochetov, Y. (2016). Formulation space search approach for the teacher/class

timetabling problem. Yugoslav Journal of Operations Research, 18(1).

53


https://www.collinsdictionary.com/

[19] Francis, K., Manga, I., & Sarjiyus, O. (2016). Scheduling algorithm for university
timetabling problem. 10SR J. Comput. Eng, 18(6), 39-43.
[20] Williams, H. P. (2013). Model building in mathematical programming. John

Wiley & Sons.

54



APPENDICES

55



APPENDIX 1

*10{07 3LLES 3f) Y}IM PAYRIPUI 318 PUE S3JBP JUBKI|A JIAL} JAPUR S}IBS 58] Ljeg

{BT0Z'Z'0T |3UN) 33531435 04 SJURPNYS J0 LD R4S (Ead 350n0) @

[8T0Z7°C |3Un) 5405148 AQ pasctdde aJe pue wa)sds Aljug eI 354n0D Wody 338 |d ayey s3l4uUa 35400 g

[2T0Z T'2Z |BUN] WAy 03 PAJaAl|3p snge||4s 3yl uo Azierdoidde sasinod Ji3y) 3ae|d 0y sualpedap |7 G

(BTOZ T'OT [3UN) SA03EUIPA002 JUALE AP 1344} 03 $354N00 35313 0 PA38 (34 BIEP PUR 5354N00 41343341130 SU3WLEdAp 3y T

56



APPENDIX 2

20140 5,/205153Y 3y 01 3 PIRMIO)

it —_— g | - 03 pUE 3(q23 342 U0 BWR-AED 312 BuIydS
(fue 41 - s3010u2 35402 12w 35URL) SAUAPMIS) “n'npa-eAeyued@soidsiap 01 1ew-3 g Aq 5251002 ys1jSu3 2u3 Jo ANPaLIS

s|enosddy Josinpy pue doug-ppy Aq (212 "28ueyd awn Aep ‘1s3nbau ssep) swajqoud 25402 Api23arm 2u1 3uedaud 01 sa5ensue]

2NP3yIs 3SIN02 Y2 J0 PAAI0U 2q 03 Aep Ise| yL usiaJo4 10 Wwawuedaqg 3y2 Jo) Aep 1587

Y0 sensiBay

$3SYN0D (-apew 2q |l s2BueYD OU PUR PasopP 313 0131 pIBAVIO PUE QR Y3 UD

YILSIINZS ONIYAS 30 ONINNIO3E IHL 20 | w21sAs Y1) washs Anug eeg 3wn-Aep 3y Sukinads Ag s3sunod aishyd

35IN0D Y2 WO S3LLU3 3SIN0D Joj Aep 1587 wo ajnpauds 3. N0y Apjam ayy uum._n 0

ﬁ . B g ﬁ B - wawLedaq $351N0) Jiseg 2 Joj Aep 1se]

ﬁ

NNY ANOD3S NNY LSyld 33140 5.JR115139Y 943 033 IR0}

01 pue 3jge1 3y3 uo 3wn-fep Suilinads
l— mo OE 5 l— wn 02 5 Aq 3inpauds 35103 AprRam 2yt deid 01

wawuedaq sonewayiepy Y1 Joy Aep 1seq

f _ i |

“5J01RUIPI00D
5 5 -0 5 Je11s153y Y1 01 1 PRI} 3 uaWedap JIBY] 01 535IN0D 353UL

SWVS90Yd 3SHN0D 40 NOLLYZNVNIA S i (20000 251n0) afews syU2pMIS) s o 01 pue 3|21 33 uo 3wn-Aep Surkynads TS 01(5p33U JOBNASUI) PR1ejR: B1EP U3 PR
SNOLLYHLSIOZY 3SHNOD HILSINZS ONIEAS A 21npayds 351n03 Apjaam au1 22eid 1315335 [l2} 33 U1 PO 20 01 535N

01 1daQ $354N0) UOWIWO) U3 Joj Aep 158 3y3 Janyep 01 SuaLLIRdap Y1 Joj Aep 158

1Nd1NO 3SN 8 SIAYO NNY - Il 3SYHd

1NdiN0 3SN - Al 3SVHd SINVD NNA Yiva DSNILD3TIOD - | 3SYHd

- V1¥a M3N 10371100 - lll 3SVYHd
uonousibay

57



APPENDIX 3

Example three pages of data for the class meeting registration data according to student
for fall 2018 semester. (Total rows 2096 approximately 53 pages)

Student

NO Course |Code Course Name T Section
201312069 | ECON 213 | Principles of Economics 4 2
201412013 | ECON 213 | Principles of Economics 4 1
201412052 | ECON 213 | Principles of Economics 4 2
201512002 | ECON 213 | Principles of Economics 4 1
201512032 | ECON 213 | Principles of Economics 4 1
201512063 | ECON 213 | Principles of Economics 4 1
201512407 | ECON 213 | Principles of Economics 4 1
201612009 | ECON 213 | Principles of Economics 4 2
201612014 | ECON 213 | Principles of Economics 4 1
201612026 | ECON 213 | Principles of Economics 4 1
201612029 | ECON 213 | Principles of Economics 4 2
201612039 | ECON 213 | Principles of Economics 4 1
201612041 | ECON 213 | Principles of Economics 4 2
201612042 | ECON 213 | Principles of Economics 4 2
201612048 | ECON 213 | Principles of Economics 4 2
201612657 | ECON 213 | Principles of Economics 4 1
201712001 | ECON 213 | Principles of Economics 4 2
201712002 | ECON 213 | Principles of Economics 4 1
201712003 | ECON 213 | Principles of Economics 4 1
201712004 | ECON 213 | Principles of Economics 4 2
201712005 | ECON 213 | Principles of Economics 4 2
201712007 | ECON 213 | Principles of Economics 4 2
201712009 | ECON 213 | Principles of Economics 4 1
201712010 | ECON 213 | Principles of Economics 4 1
201712011 | ECON 213 | Principles of Economics 4 1
201712012 | ECON 213 | Principles of Economics 4 2
201712014 | ECON 213 | Principles of Economics 4 2
201712015 | ECON 213 | Principles of Economics 4 1
201712016 | ECON 213 | Principles of Economics 4 1
201712017 | ECON 213 | Principles of Economics 4 2
201712018 | ECON 213 | Principles of Economics 4 2
201712019 | ECON 213 | Principles of Economics 4 2
201712021 | ECON 213 | Principles of Economics 4 2
201712022 | ECON 213 | Principles of Economics 4 2
201712023 | ECON 213 | Principles of Economics 4 2
201712024 | ECON 213 | Principles of Economics 4 2
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201712025 | ECON 213 | Principles of Economics 4 2
201712028 | ECON 213 | Principles of Economics 4 2
201712029 | ECON 213 | Principles of Economics 4 1
201712030 | ECON 213 | Principles of Economics 4 1
201712031 | ECON 213 | Principles of Economics 4 1
201712033 | ECON 213 | Principles of Economics 4 1
201712034 | ECON 213 | Principles of Economics 4 1
201712035 | ECON 213 | Principles of Economics 4 1
201712037 | ECON 213 | Principles of Economics 4 2
201712038 | ECON 213 | Principles of Economics 4 1
201712039 | ECON 213 | Principles of Economics 4 1
201712040 | ECON 213 | Principles of Economics 4 1
201712041 | ECON 213 | Principles of Economics 4 1
201712042 | ECON 213 | Principles of Economics 4 1
201712043 | ECON 213 | Principles of Economics 4 2
201712044 | ECON 213 | Principles of Economics 4 1
201712045 | ECON 213 | Principles of Economics 4 2
201712046 | ECON 213 | Principles of Economics 4 2
201712047 | ECON 213 | Principles of Economics 4 2
201712048 | ECON 213 | Principles of Economics 4 2
201712050 | ECON 213 | Principles of Economics 4 2
201712051 | ECON 213 | Principles of Economics 4 2
201712052 | ECON 213 | Principles of Economics 4 2
201712053 | ECON 213 | Principles of Economics 4 1
201712054 | ECON 213 | Principles of Economics 4 2
201712055 | ECON 213 | Principles of Economics 4 1
201712057 | ECON 213 | Principles of Economics 4 2
201712058 | ECON 213 | Principles of Economics 4 1
201712059 | ECON 213 | Principles of Economics 4 1
201712060 | ECON 213 | Principles of Economics 4 2
201712061 | ECON 213 | Principles of Economics 4 2
201712062 | ECON 213 | Principles of Economics 4 1
201712064 | ECON 213 | Principles of Economics 4 2
201712065 | ECON 213 | Principles of Economics 4 2
201712066 | ECON 213 | Principles of Economics 4 2
201712067 | ECON 213 | Principles of Economics 4 1
201712068 | ECON 213 | Principles of Economics 4 1
201712069 | ECON 213 | Principles of Economics 4 1
201712070 | ECON 213 | Principles of Economics 4 2
201712071 | ECON 213 | Principles of Economics 4 2

59




201312001 | IE 227 | Introduction to Probability 3 1
200912001 | IE 227 | Introduction to Probability 3 2
201012003 | IE 227 | Introduction to Probability 3 2
201012035 | IE 227 | Introduction to Probability 3 1
201012501 | IE 227 | Introduction to Probability 3 2
201212036 | IE 227 | Introduction to Probability 3 1
201412020 IE 227 | Introduction to Probability 3 2
201412017 | IE 227 | Introduction to Probability 3 1
201512053 | IE 227 | Introduction to Probability 3 1
201512067 | IE 227 | Introduction to Probability 3 1
201512040 | IE 227 | Introduction to Probability 3 1
201512033 | IE 227 | Introduction to Probability 3 1
201412056 | IE 227 | Introduction to Probability 3 1
201512014 | IE 227 | Introduction to Probability 3 1
201712013 | IE 227 | Introduction to Probability 3 2
201712006 | IE 227 | Introduction to Probability 3 2
201712008 | IE 227 | Introduction to Probability 3 1
201612405 | IE 227 | Introduction to Probability 3 1
201612667 | IE 227 | Introduction to Probability 3 2
201612058 | IE 227 | Introduction to Probability 3 1
201612056 | IE 227 | Introduction to Probability 3 1
201612055 | IE 227 | Introduction to Probability 3 1
201612062 | IE 227 | Introduction to Probability 3 1
201612063 | IE 227 | Introduction to Probability 3 1
201612064 | IE 227 | Introduction to Probability 3 2
201612065 | IE 227 | Introduction to Probability 3 2
201612066 | IE 227 | Introduction to Probability 3 1
201612067 | IE 227 | Introduction to Probability 3 2
201612040 | IE 227 | Introduction to Probability 3 2
201612037 | IE 227 | Introduction to Probability 3 2
201612035 | IE 227 | Introduction to Probability 3 2
201612036 | IE 227 | Introduction to Probability 3 1
201612031 | IE 227 | Introduction to Probability 3 1
201612032 | IE 227 | Introduction to Probability 3 1
201612034 | IE 227 | Introduction to Probability 3 2
201612054 | IE 227 | Introduction to Probability 3 2
201612049 | IE 227 | Introduction to Probability 3 2
201612050 | IE 227 | Introduction to Probability 3 1
201612051 | IE 227 | Introduction to Probability 3 2
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APPENDIX 4

Example one page for data of courses opened in fall 2018 semester. (Total rows 70772
approximately 1814 pages )

Corse Code |Section Day Hour Theoretical/Practical
ALM 102 1 Carsamba |09:00/09:20 T
ALM 102 1 Garsamba | 10:00/10:20 T
ALM 102 1 Garsamba | 11:00/11:20 P
ALM 102 1 Garsamba | 12:00/12:20 P
ALM 102 1 Garsamba | 13:00/13:20 T
ALM 102 1 Garsamba | 13:00/13:20 T
ALM 102 1 Garsamba | 14:00/14:20 T
ALM 102 1 GCarsamba | 14:00/14:20 T
ALM 102 1 Garsamba | 15:00/15:20 P
ALM 102 1 Garsamba | 15:00/15:20 P
ALM 102 1 Garsamba | 16:00/16:20 P
ALM 102 1 Garsamba | 16:00/16:20 P
ALM 102 1 Persembe | 13:00/13:20 T
ALM 102 1 Persembe | 14:00/14:20 T
ALM 102 1 Persembe | 15:00/15:20 P
ALM 102 1 Persembe | 16:00/16:20 P
ALM 102 2 GCarsamba | 09:00/09:20 T
ALM 102 2 GCarsamba | 10:00/10:20 T
ALM 102 2 GCarsamba | 11:00/11:20 P
ALM 102 2 GCarsamba | 12:00/12:20 P
ALM 102 2 GCarsamba | 13:00/13:20 T
ALM 102 2 GCarsamba | 13:00/13:20 T
ALM 102 2 Carsamba | 14:00/14:20 T
ALM 102 2 Carsamba | 14:00/14:20 T
ALM 102 2 GCarsamba | 15:00/15:20 P
ALM 102 2 GCarsamba | 15:00/15:20 P
ALM 102 2 Carsamba | 16:00/16:20 P
ALM 102 2 Carsamba | 16:00/16:20 P
ALM 102 2 Persembe | 13:00/13:20 T
ALM 102 2 Persembe | 14:00/14:20 T
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