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#### Abstract

In this paper, we have investigated women's malignant disease, cervical cancer, by constructing the compartmental model. An extended fractal-fractional model is used to study the disease dynamics. The points of equilibria are computed analytically and verified by numerical simulations. The key role of $R_{0}$ in describing the stability of the model is presented. The sensitivity analysis of $R_{0}$ for deciding the role of certain parameters altering the disease dynamics is carried out. The numerical simulations of the proposed numerical technique are demonstrated to test the claimed facts.
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## 1. INTRODUCTION

The cervix is a cylinder-shaped tissue that connects the women vagina and uterus with each other. Cervical cancer is a special type of cancer which comes about by the cervix. It is due to the growth of those cells which have the ability to attack and spread into other parts of the body. In the initial stages, no symptoms arise. But, later on, main symptoms in victims such as abnormal vaginal bleeding, pelvic pain or pain during sexual intercourse may be noted. There are more than $90 \%$ cases of cervical cancer which are due to HPV (human papillomavirus), while other factors causing this disease are smoking, low immunity, pills for birth control and sex at very early age. It is grown from precancerous cells in 10 to 20 years. It is a highly risky disease, which causes four tiers of death rates in women. Due to this disease, about $8 \%$ of cancers develop in women. In underdeveloped countries, this cancer is one of the most common causes of death. On the other hand, in developed countries, about $70 \%$ of cervical cancer cases result in $90 \%$ mortality rate. It is usually diagnosed by biopsy technique. The most common techniques use for treatment are surgery, chemotherapy, radiation therapy and immunotherapy. ${ }^{[1}$ In 2019, Chakraborty et al. ${ }^{[]}$furnished the control-based comparative study of HPV on cervical cancer with several functional responses. In 2014, Pongsumpun ${ }^{3}$ investigated the deterministic analysis of cervical cancer due to human papillomavirus infection. Taylor et al. ${ }^{[4]}$ studied the Markov properties in modeling of cervical cancer with computational methods. Khattak et al. ${ }^{[5]}$ discussed the active role of therapies to overcome the cervical cancer by using mathematical techniques. Bitok et al ${ }^{[6]}$ purposed mathematical model for cervical cancer in Kenya. They pointed out two stages in
women as diagnosed and undiagnosed. Also, they described the population of women in two ways. In 2012, Lee et al. ${ }^{[7}$ developed the modeling of HPV and its impact on cervical cancer in the United states. They presented a compartmental mathematical model for the cycle of HPV. In 2018, Peng et al. ${ }^{[8}$ found the age-structured model for cervical cancer in Texas, United states, in which they introduced more compartments of population and presented a model, with a large number of equations. In 2019, Sadd ${ }^{9}$ developed a model of cervical cancer with HPV transmission in which he shared an idea of cervical cancer by HPV with and without vaccination strategy. ${ }^{[9]}$ In 2018, Asih et al. ${ }^{10}$ studied cell dynamics of cervical cancer in human population and its control strategies. In 2015, Lestari et al. ${ }^{[11}$ presented the model of HPV by using gene therapy with the fashion of Lotka-Volterra model. In 2015, Mazlan et al..$^{[12}$ found the stochastic model of cervical cancer with delay effect by introducing the random perturbation like uncontrolled environmental factors and included deceleration factor in growth rate. In 2006, Barnabas et al. ${ }^{[13]}$ presented the epidemiology of HPV and cervical cancer in Finland and discussed the potential impact of vaccination. In 2008, Goldie et al ${ }^{[14]}$ described the model of cervical cancer prevention in the Asia Pacific region in which they estimated the cervical cancer cases causing deaths and disability. In 2018, Peprah et al ${ }^{[15]}$ performed the spatiotemporal analysis of cervical cancer with HPV in Maryland. In 2017, Xia et al ${ }^{16]}$ carried out the geographical analysis of mortality rate due to cervical cancer by considering spatio-temporal study. In 2006, Dasbach et al. ${ }^{177}$ narrated three types of models of cervical cancer in which they have predicted cost effectiveness of vaccination plans for overcoming the disease. In 2017, Zhao et al. ${ }^{[18]}$ presented a model of cervical cancer
by using spatio-temporal mapping in Thailand. In 2008, Goldie et al. ${ }^{19}$ investigated the fatality rate, function of vaccination and disability caused by cervical cancer in Latin America with a mathematical model. In 2015, Herrmann et al. ${ }^{[20}$ studied the cervical cancer in which they considered the mortality rate due to breast, ovarian, cervical and uterine cancer in Switzerland. Some best fit models can be obtained by using the new fractional operators presented in Refs. 21 (33.

## 2. PRELIMINARIES

Definition 1. We assume that $u(t)$ is continuous in $(a, b)$ and differentiable on $(a, b)$ with order $\theta$. Then, the fractal-fractional derivative of $u$ of order $\gamma$ in Riemann-Liouville sense with the generalized Mittag-Leffler kernel is presented by Ref. 24 as

$$
\begin{align*}
{ }_{a}^{\mathrm{FFM}} D_{t}^{\gamma, \theta} u(t)= & \frac{\mathrm{AB}(\gamma)}{1-\gamma} \frac{d}{d t^{\theta}} \int_{a}^{t} u(y) E_{\gamma} \\
& \times\left(\frac{-\gamma}{1-\gamma}(t-y)^{\gamma}\right) d y, \\
& 0<\gamma, \quad \theta \leq 1, \tag{1}
\end{align*}
$$

where $\operatorname{AB}(\gamma)=1-\gamma+\frac{\gamma}{\Gamma(\gamma)}$.
Definition 2. Assume that $u(t)$ is continuous in $(a, b)$. Then the fractal-fractional integral of $u$ with order $\gamma$ is given by Ref. 24 as

$$
\begin{align*}
{ }_{0}^{\mathrm{FFM}} I_{t}^{\gamma, \theta} u(t)= & \frac{\theta \gamma}{\mathrm{AB}(\gamma) \Gamma(\gamma)} \int_{0}^{t} y^{\theta-1} u(y) \\
& \times(t-y)^{\gamma-1} d y \\
& +\frac{\theta(1-\gamma) t^{\theta-1}}{\mathrm{AB}(\gamma)} u(t) . \tag{2}
\end{align*}
$$

## 3. DISCRETIZATION AND STABILITY WITH THE GENERALIZED MITTAG-LEFFLER KERNEL

We consider the following problem:

$$
\begin{align*}
S_{p}^{\prime} & =\mu_{h}-\left(P_{v} I_{\mathrm{HPV}}+\mu_{h}\right) S_{p}  \tag{3}\\
I_{\mathrm{HPV}}^{\prime} & =\left(P_{v} S_{p}-P_{c}-\mu_{h}\right) I_{\mathrm{HPV}}  \tag{4}\\
I_{c c}^{\prime} & =P_{c} I_{\mathrm{HPV}}-\mu_{h} I_{c c} . \tag{5}
\end{align*}
$$

We replace the classical derivatives of the above system with the fractal fractional derivatives and
obtain

$$
\begin{align*}
{ }_{a}^{\mathrm{FFM}} D_{t}^{\gamma, \theta} S_{p} & =\mu_{h}-\left(P_{v} I_{\mathrm{HPV}}+\mu_{h}\right) S_{p},  \tag{6}\\
{ }_{a}^{\mathrm{FFM}} D_{t}^{\gamma, \theta} I_{\mathrm{HPV}} & =\left(P_{v} S_{p}-P_{c}-\mu_{h}\right) I_{\mathrm{HPV}},  \tag{7}\\
{ }_{a}^{\mathrm{FFM}} D_{t}^{\gamma, \theta} I_{c c} & =P_{c} I_{\mathrm{HPV}}-\mu_{h} I_{c c} . \tag{8}
\end{align*}
$$

Then, we get

$$
\begin{align*}
& \frac{\mathrm{AB}(\alpha)}{1-\alpha} \frac{d}{d t} \int_{0}^{t} S_{p}(\tau) E_{\alpha} \\
& \quad \times\left(\frac{-\alpha}{1-\alpha}(t-\tau)^{\alpha}\right) d \tau \\
& =\beta t^{\beta-1}\left(\mu_{h}-\left(P_{v} I_{\mathrm{HPV}}+\mu_{h}\right) S_{p}\right),  \tag{9}\\
& \frac{\mathrm{AB}(\alpha)}{1-\alpha} \frac{d}{d t} \int_{0}^{t} I_{\mathrm{HPV}}(\tau) E_{\alpha} \\
& \quad \times\left(\frac{-\alpha}{1-\alpha}(t-\tau)^{\alpha}\right) d \tau \\
& =\beta t^{\beta-1}\left(P_{v} S_{p}-P_{c}-\mu_{h}\right) I_{\mathrm{HPV}}  \tag{10}\\
& \frac{\mathrm{AB}(\alpha)}{1-\alpha} \frac{d}{d t} \int_{0}^{t} I_{c c}(\tau) E_{\alpha} \\
& \quad \times\left(\frac{-\alpha}{1-\alpha}(t-\tau)^{\alpha}\right) d \tau \\
& =\beta t^{\beta-1}\left(P_{c} I_{\mathrm{HPV}}-\mu_{h} I_{c c}\right) . \tag{11}
\end{align*}
$$

For simplicity, we define

$$
\begin{align*}
& F\left(t, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) \\
& \quad=\beta t^{\beta-1}\left(\mu_{h}-\left(P_{v} I_{\mathrm{HPV}}+\mu_{h}\right) S_{p}\right),  \tag{12}\\
& G\left(t, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) \\
& \quad=\beta t^{\beta-1}\left(P_{v} S_{p}-P_{c}-\mu_{h}\right) I_{\mathrm{HPV}},  \tag{13}\\
& H\left(t, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) \\
& \quad=\beta t^{\beta-1}\left(P_{c} I_{\mathrm{HPV}}-\mu_{h} I_{c c}\right) . \tag{14}
\end{align*}
$$

Then, we will get

$$
\begin{align*}
& \frac{\mathrm{AB}(\alpha)}{1-\alpha} \frac{d}{d t} \int_{0}^{t} S_{p}(\tau) E_{\alpha} \\
& \quad \times\left(\frac{-\alpha}{1-\alpha}(t-\tau)^{\alpha}\right) d \tau \\
& \quad=F\left(t, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) \tag{15}
\end{align*}
$$

$$
\begin{align*}
& \frac{\mathrm{AB}(\alpha)}{1-\alpha} \frac{d}{d t} \int_{0}^{t} I_{\mathrm{HPV}}(\tau) E_{\alpha} \\
& \times\left(\frac{-\alpha}{1-\alpha}(t-\tau)^{\alpha}\right) d \tau \\
& \quad=G\left(t, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right)  \tag{16}\\
& \frac{\mathrm{AB}(\alpha)}{1-\alpha} \frac{d}{d t} \int_{0}^{t} I_{c c}(\tau) E_{\alpha} \\
& \times\left(\frac{-\alpha}{1-\alpha}(t-\tau)^{\alpha}\right) d \tau \\
& \quad=H\left(t, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) . \tag{17}
\end{align*}
$$

By applying the $A B$ integral, we will capture the following expressions:

$$
\begin{aligned}
S_{p}(t)- & S_{p}(0) \\
= & \frac{1-\alpha}{\mathrm{AB}(\alpha)} F\left(t, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) \\
& +\frac{\alpha}{\mathrm{AB}(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} \\
& \times F\left(\tau, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) d \tau, \\
I_{\mathrm{HPV}}(t) & -I_{\mathrm{HPV}}(0) \\
= & \frac{1-\alpha}{\mathrm{AB}(\alpha)} G\left(t, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) \\
& +\frac{\alpha}{\mathrm{AB}(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} \\
& \times G\left(\tau, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) d \tau, \\
I_{c c}(t)- & I_{c c}(0) \\
= & \frac{1-\alpha}{\mathrm{AB}(\alpha)} H\left(t, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) \\
& +\frac{\alpha}{\mathrm{AB}(\alpha) \Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} H \\
& \times\left(\tau, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) d \tau .
\end{aligned}
$$

Now, we discretize these equations at $t_{n+1}$ as

$$
\begin{aligned}
S_{p}^{n+1}= & S_{p}^{0}+\frac{1-\alpha}{\operatorname{AB}(\alpha)} \\
& \times F\left(t_{n+1}, S_{p}^{n}, I_{\mathrm{HPV}}^{n}, I_{c c}^{n}\right) \\
& +\frac{\alpha}{\operatorname{AB}(\alpha) \Gamma(\alpha)} \\
& \times \int_{0}^{t_{n+1}}\left(t_{n+1}-\tau\right)^{\alpha-1} \\
& \times F\left(\tau, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) d \tau
\end{aligned}
$$

$$
\begin{aligned}
I_{\mathrm{HPV}}^{n+1}= & I_{\mathrm{HPV}}^{0}+\frac{1-\alpha}{\mathrm{AB}(\alpha)} \\
& \times G\left(t_{n+1}, S_{p}^{n}, I_{\mathrm{HPV}}^{n}, I_{c c}^{n}\right) \\
& +\frac{\alpha}{\mathrm{AB}(\alpha) \Gamma(\alpha)} \\
& \times \int_{0}^{t_{n+1}}\left(t_{n+1}-\tau\right)^{\alpha-1} \\
& \times G\left(\tau, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) d \tau, \\
I_{c c}^{n+1}= & I_{c c}^{0}+\frac{1-\alpha}{\mathrm{AB}(\alpha)} \\
& \times H\left(t_{n+1}, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) \\
& +\frac{\alpha}{\mathrm{AB}(\alpha) \Gamma(\alpha)} \int_{0}^{t_{n+1}}(t-\tau)^{\alpha-1} \\
& \times H\left(\tau, S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) d \tau .
\end{aligned}
$$

Then, we obtain

$$
\begin{aligned}
S_{p}^{n+1}= & S_{p}^{0}+\frac{1-\alpha}{\mathrm{AB}(\alpha)} \\
& \times F\left(t_{n+1}, S_{p}^{n}, I_{\mathrm{HPV}}^{n}, I_{c c}^{n}\right)+\frac{\alpha}{\mathrm{AB}(\alpha)} \\
& \times \sum_{j=0}^{n}\left[\frac{h^{\alpha} F\left(t_{j}, S_{p}^{n}, I_{\mathrm{HPV}}^{n}, I_{c c}^{n}\right)}{\Gamma(\alpha+2)}\right. \\
& \times\left((n+1-j)^{\alpha}(n-j+2+\alpha)\right. \\
& \left.\left.-(n-j)^{\alpha}(n-j+2+2 \alpha)\right)\right]-\frac{\alpha}{\mathrm{AB}(\alpha)} \\
& \times \sum_{j=0}^{n}\left[\frac{h^{\alpha} F\left(t_{j-1}, S_{p}^{n-1}, I_{\mathrm{HPV}}^{n-1}, I_{c c}^{n-1}\right)}{\Gamma(\alpha+2)}\right. \\
& \times\left((n+1-j)^{\alpha+1}-(n-j)^{\alpha}\right. \\
& \times(n-j+1+\alpha))], \\
I_{\mathrm{HPV}}^{n+1}= & I_{\mathrm{HPV}}^{0}+\frac{1-\alpha}{\mathrm{AB}(\alpha)} \\
& \times G\left(t_{n+1}, S_{p}^{n}, I_{\mathrm{HPV}}^{n}, I_{c c}^{n}\right)+\frac{\alpha}{\mathrm{AB}(\alpha)} \\
& \times \sum_{j=0}^{n}\left[\frac{h^{\alpha} G\left(t_{j}, S_{p}^{n}, I_{\mathrm{HPV}}^{n}, I_{c c}^{n}\right)}{\Gamma(\alpha+2)}\right. \\
& \times\left((n+1-j)^{\alpha}(n-j+2+\alpha)\right. \\
& \left.\left.-(n-j)^{\alpha}(n-j+2+2 \alpha)\right)\right]-\frac{\alpha}{\mathrm{AB}(\alpha)}
\end{aligned}
$$

$$
\begin{aligned}
& \times \sum_{j=0}^{n}\left[\frac{h^{\alpha} G\left(t_{j-1}, S_{p}^{n-1}, I_{\mathrm{HPV}}^{n-1}, I_{c c}^{n-1}\right)}{\Gamma(\alpha+2)}\right. \\
& \times\left((n+1-j)^{\alpha+1}-(n-j)^{\alpha}\right. \\
I_{c c}^{n+1}= & I_{c c}^{0}+\frac{1-\alpha}{\mathrm{AB}(\alpha)} \\
& \times H\left(t_{n+1}, S_{p}^{n}, I_{\mathrm{HPV}}^{n}, I_{c c}^{n}\right)+\frac{\alpha}{\mathrm{AB}(\alpha)} \\
& \times \sum_{j=0}^{n}\left[\frac{h^{\alpha} H\left(t_{j}, S_{p}^{n}, I_{\mathrm{HPV}}^{n}, I_{c c}^{n}\right)}{\Gamma(\alpha+2)}\right. \\
& \times\left((n+1-j)^{\alpha}(n-j+2+\alpha)\right. \\
& \left.\left.-(n-j)^{\alpha}(n-j+2+2 \alpha)\right)\right]-\frac{\alpha}{\mathrm{AB}(\alpha)} \\
& \times \sum_{j=0}^{n}\left[\frac{h^{\alpha} H\left(t_{j-1}, S_{p}^{n-1}, I_{\mathrm{HPV}}^{n-1}, I_{c c}^{n-1}\right)}{\Gamma(\alpha+2)}\right. \\
& \times\left((n+1-j)^{\alpha+1}-(n-j)^{\alpha}\right. \\
& \times(n-j+1+\alpha))]
\end{aligned}
$$

by the method used in Ref. 25.

## 4. EQUILIBRIA

We obtain the equilibria of the fractal fractional model as

$$
\begin{align*}
& { }_{a}^{\mathrm{FFM}} D_{t}^{\gamma, \theta} S_{p}=0, \quad{ }_{a}^{\mathrm{FFM}} D_{t}^{\gamma, \theta} I_{\mathrm{HPV}}=0, \\
& { }^{\mathrm{FFM}} D_{t}^{\gamma, \theta} I_{c c}=0 . \tag{18}
\end{align*}
$$

Then, we have

$$
\begin{array}{r}
\mu_{h}-\left(P_{v} I_{\mathrm{HPV}}+\mu_{h}\right) S_{p}=0, \\
\left(P_{v} S_{p}-P_{c}-\mu_{h}\right) I_{\mathrm{HPV}}=0, \\
P_{c} I_{\mathrm{HPV}}-\mu_{h} I_{c c}=0 . \tag{21}
\end{array}
$$

After simplification, we will get

$$
\begin{equation*}
S_{p}=1, \quad I_{\mathrm{HPV}}=0, \quad I_{c c}=0 \tag{22}
\end{equation*}
$$

We obtain two types of equilibria of the model. We acquire the cancer-free equilibrium (CFE) as

$$
\begin{equation*}
D=\left(S_{p}, I_{\mathrm{HPV}}, I_{c c}=(1,0,0)\right) . \tag{23}
\end{equation*}
$$

We construct the cervical cancer endemic equilibrium (CEE) as

$$
\begin{equation*}
E=\left(S_{p}, I_{\mathrm{HPV}}, I_{c c}\right) \tag{24}
\end{equation*}
$$

where

$$
\begin{align*}
S_{p} & =\frac{P_{c}+\mu_{h}}{P_{v}}, \\
I_{\mathrm{HPV}} & =\mu_{h} \frac{P_{v}-P_{c}-\mu_{h}}{P_{v}\left(P_{c}+\mu_{h}\right)}, \\
I_{c c} & =P_{c} \frac{P_{v}-P_{c}-\mu_{h}}{P_{v}\left(P_{c}+\mu_{h}\right)},  \tag{25}\\
R_{0} & =\frac{P_{v}}{P_{c}+\mu_{h}} .
\end{align*}
$$

Note that $R_{0}$ is cervical cancer generation number. The cervical cancer generation number has an imperative role in learning of the cervical cancer subtleties.

## 5. LOCAL STABILITY

The jacobean of the model is calculated as follows:

$$
j=\left[\begin{array}{ccc}
-P_{v} I_{\mathrm{HPV}}-\mu_{h} & -P_{v} S_{p} & 0  \tag{26}\\
P_{v} I_{\mathrm{HPV}} & P_{v} S_{p}-P_{c}-\mu_{h} & 0 \\
0 & P_{c} & -\mu_{h}
\end{array}\right] .
$$

Theorem 3. The cancer-free equilibrium $E_{o}=$ $(1,0,0)$ of the model is locally asymptotically stable if $R_{0}<1$ and unstable if $R_{0}>1$.

Proof. The cancer-free equilibrium $E_{o}=(1,0,0)$ is locally asymptotically stable (LAS) if all the eigenvalues $\lambda_{i}, i=1,2,3$, satisfy $\lambda_{i}<0$ and $\left|\arg \left(\lambda_{i}\right)\right|>\frac{\alpha \pi}{2}$. We present the Jacobean matrix at $E_{o}=(1,0,0)$ for the eigen values as

$$
\begin{align*}
& \left|J\left(E_{0}\right)-\lambda I\right| \\
& \quad=\left|\begin{array}{ccc}
-\mu_{h}-\lambda & -P_{v} & 0 \\
0 & P_{v}-P_{c}-\mu_{h}-\lambda & 0 \\
0 & P_{c} & -\mu_{h}-\lambda
\end{array}\right| \\
& \quad=0 . \tag{27}
\end{align*}
$$

The eigen values $\lambda_{1}=-\mu_{h}<0$ and $\lambda_{3}=-\mu_{h}<0$ are same. $\lambda_{2}=P_{v}-P_{c}-\mu_{h}<0$, if $R_{o}=\frac{P_{v}}{\left(P_{c}+\mu_{h}\right)}<$ 1. Since all eigen values are negative therefore, the cancer-free equilibrium $E_{o}$ is locally asymptotically stable. If $R_{0}>1$, that is $\frac{P_{v}}{\left(P_{c}+\mu_{h}\right)}>1, P_{v}>P_{c}+\mu_{h}$ $-\left(P_{c}+\mu_{h}\right)+P_{v}>0$. Then $\lambda_{2}>0$. Hence, $E_{o}$ is unstable.

Theorem 4. The cancer present equilibrium $E_{1}=$ $\left(S_{p}^{*}, I_{\mathrm{HPV}}^{*}, I_{c c}^{*}\right)$ of the model is locally asymptotically stable if $R_{0}>1$ and unstable if $R_{0}<1$.

Proof. The cancer present equilibrium $E_{1}=$ $\left(S_{p}^{*}, I_{\mathrm{HPV}}^{*}, I_{c c}^{*}\right)$ is locally asymptotically stable (LAS) if all the eigenvalues $\lambda_{i}, i=1,2,3$, satisfy $\lambda_{i}<0$ and $\left|\arg \left(\lambda_{i}\right)\right|>\frac{\alpha \pi}{2}$. We present the Jacobean matrix at $E_{1}=\left(S_{p}^{*}, I_{\mathrm{HPV}}^{*} I_{c c}^{*}\right)$ for the eigenvalues as

$$
\begin{align*}
& \left|J\left(E_{1}\right)-\lambda I\right| \\
& \quad=\left|\begin{array}{ccc}
-P_{v} I_{\mathrm{HPV}}^{*}-\mu_{h}-\lambda & -P_{v} S_{p}^{*} & 0 \\
P_{v} I_{\mathrm{HPV}}^{*} & P_{v} S_{p}^{*}-P_{c} & 0 \\
& -\mu_{h}-\lambda \\
0 & P_{c} & -\mu_{h}-\lambda
\end{array}\right| \\
& \quad=0 . \tag{28}
\end{align*}
$$

Here, $\lambda_{1}=-\mu_{h}<0$,

$$
\begin{align*}
\left|J\left(E_{1}\right)-\lambda I\right|= & \left|\begin{array}{cc}
-P_{v} I_{\mathrm{HPV}}^{*} & -P_{v} S_{p}^{*} \\
-\mu_{h}-\lambda & \\
P_{v} I_{\mathrm{HPV}}^{*} & P_{v} S_{p}^{*}-P_{c} \\
= & -\mu_{h}-\lambda
\end{array}\right| \\
= & \lambda^{2}+\lambda\left(P_{v} I_{\mathrm{HPV}}^{*}+2 \mu_{h}\right.  \tag{29}\\
& \left.+P_{c}-P_{v} S_{p}^{*}\right) \\
& +\left(P_{v} I_{\mathrm{HPV}}^{*}\left(P_{c}+\mu_{h}\right)\right. \\
& \left.+\mu_{h}\left(P_{c}+\mu_{h}\right)-P_{v} S_{p}^{*} \mu_{h}\right) \\
& =0
\end{align*}
$$

The Routh-Hurwitz Criterion of second-order polynomial gives $\left(P_{v} I_{\mathrm{HPV}}^{*}+2 \mu_{h}+P_{c}-P_{v} S_{p}^{*}\right)>0$ and $\left(P_{v} I_{\mathrm{HPV}}^{*}\left(P_{c}+\mu_{h}\right)+\mu_{h}\left(P_{c}+\mu_{h}\right)-P_{v} S_{p}^{*} \mu_{h}\right)>0$, if $R_{o}>1$.

Hence, by Routh-Hurwitz criteria, $E_{1}$ is locally asymptotically stable.

## 5.1. $\quad R_{0}$ Sensitivity Analysis

To test the sensitivity of the reproduction number for each of its parameters

$$
\begin{align*}
A_{P_{v}} & =\frac{\frac{\partial R_{0}}{R_{0}}}{\frac{\partial P_{v}}{P_{v}}}=\frac{P_{v}}{R_{0}} \frac{\partial R_{0}}{P_{v}}=\frac{P_{v}}{R_{0}}\left(\frac{1}{P_{c}+\mu_{h}}\right) \\
& =\frac{P_{v}}{P_{v}}\left(\frac{P_{c}+\mu_{h}}{P_{c}+\mu_{h}}\right)=1>0 . \tag{31}
\end{align*}
$$

Thus, for example, a $2 \%$ increase in $P_{v}$ would result in a $2 \%$ increase in $R_{0}$.

$$
\begin{align*}
A_{P_{c}} & =\frac{\frac{\partial R_{0}}{R_{0}}}{\frac{\partial P_{c}}{P_{c}}}=\frac{P_{c}}{R_{0}} \frac{\partial R_{0}}{P_{c}} \\
& =-\frac{P_{c}}{R_{0}}\left(\frac{P_{v}}{\left(P_{c}+\mu_{h}\right)^{2}}\right)<0 \tag{32}
\end{align*}
$$

and

$$
\begin{align*}
A_{\mu_{h}} & =\frac{\frac{\partial R_{0}}{R_{0}}}{\frac{\partial P_{\mu_{h}}}{P_{\mu_{h}}}}=\frac{\mu_{h}}{R_{0}} \frac{\partial R_{0}}{P_{\mu_{h}}} \\
& =-\frac{\mu_{h}}{R_{0}}\left(\frac{\mu_{h}}{\left.P_{o}+\mu_{h}\right)}<0 .\right. \tag{33}
\end{align*}
$$

The sensitive parameter of the model is $P_{v}$. We conclude that the direct ratio is between $P_{v}$ and the reproduction number $R_{0}$. This means that increase in $P_{v}$ will eventually increase the reproduction number and vice versa. Also, the rest of the parameters are insensitive like $P_{c}$ and $\mu_{h}$. We also conclude that the inverse ratio indicates that the parameters are insensitive to the reproduction number $R_{0}$. This means an increase in the parameters will reduce reproduction number and vice versa.

## 6. NUMERICAL SIMULATION

In this section, we implement the proposed technique on a numerical example to observe the graphical solution of cancer model which is given as

$$
\begin{align*}
& { }_{a}^{\mathrm{FFM}} D_{t}^{\gamma, \theta} S_{p} \\
& \quad=\mu_{h}-\left(P_{v} I_{\mathrm{HPV}}+\mu_{h}\right) S_{p},  \tag{34}\\
& { }^{\mathrm{FFM}}{ }_{a} D_{t}^{\gamma, \theta} I_{\mathrm{HPV}} \\
& \quad=\left(P_{v} S_{p}-P_{c}-\mu_{h}\right) I_{\mathrm{HPV}},  \tag{35}\\
& { }^{\mathrm{FFM}}{ }_{a} D_{t}^{\gamma, \theta} I_{c c} \\
& \quad=P_{c} I_{\mathrm{HPV}}-\mu_{h} I_{c c} \tag{36}
\end{align*}
$$

with the following initial conditions:

$$
\begin{align*}
S_{p}(0) & =0.09  \tag{37}\\
I_{\mathrm{HPV}}(0) & =0.03  \tag{38}\\
I_{c c}(0) & =0.01 \tag{39}
\end{align*}
$$

We present the parametric values involved in the proposed fractal-fractional cancer model for CFE as $\mu_{h}=0.1, P_{v}=0.6, P_{c}=0.7$ and $\sigma=0.2$. We select the values of parameters for CEE as $\mu_{h}=0.1$, $P_{v}=1.6, P_{c}=0.7$ and $\sigma=0.2$.

The curved lines in Fig. $\square$ demonstrate the convergence of the susceptible $S_{p}(t)$ towards the analytically computed equilibrium position. Furthermore, convergence towards the true CFE point may also be observed from the exact value which is discussed before Sec. 4. The parametric values are selected to maintain the value of $R_{0}<1$. The various values of $\alpha$ are prominent in Fig. [1 Here the curve against greater value of $\alpha$, which is also closed to 1 , is rapidly convergent towards the true value of the equilibrium. The rate of convergence for the other values of $\alpha$ may be compared from the graphs, as furnished in Fig. 1 .

Figure 2 shows the graphical behavior of $I_{\mathrm{HPV}}$ which represents the infectious numeral of HPV female's populace at various values of $\alpha$ by considering the $\beta=1$. In this figure, we take the set of values of parameters for CFE point which implies that the reproductive number $R_{0}$ is less than one. All the


Fig. 1 Numerical simulation for $\beta=1$.


Fig. 2 Numerical simulation for $\beta=1$.


Fig. 3 Numerical simulation for $\beta=1$.
four curved trajectories in Fig. 3 demonstrate the rate of convergence of women populace with cervical cancer $I_{c c}$ towards the true steady state. It is obvious that the curve converges rapidly towards the equilibrium point when $\alpha$ is closer to 1 . The other curves also converge toward the point of equilibrium but their rate is slower as compared to the other curves with greater values of $\alpha$. For instance, the curve in this figure with $\alpha=0.9$ has the least rate of convergence towards the equilibrium position.

Figure 4 shows the behavior of three state variables, i.e. $S_{p}(t), I_{\mathrm{HPV}}(t)$ and $I_{c c}(t)$. All the graphical lines in this figure are drawn at CFE point with certain value of $\alpha$. The black line describes the susceptible populace of the women community while the other lines represent the infected populace suffering from HPV virus and cervical cancer, respectively. The graphs witness that the number of susceptible


Fig. 4 Numerical simulation for $\beta=1$ and $\alpha=1$ for CFE point.
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women, i.e. $S_{p}(t)$ and other categories differentiated in the model touch the disease free equilibrium, with the passage of time. It is also evident from Fig. (4) that the number of infected populace, i.e. $I_{\mathrm{HPV}}(t)$ and $I_{c c}(t)$, approaches zero as time grows, on the other hand, the whole population become susceptible at that stage. This conclusion is in accordance with the biological phenomenon. The sketches in Fig. 5 draw a clear picture of CEE, i.e. when infection exists in the community under study. The susceptible population is not equal to the total population under discussion. But, the sum of all the populations is equal to the total considered population. When the disease persists in the society, there are certain number of infected populace of both types and the susceptible individuals. The graphical values of state variables are same as the exact values calculated in Sec. 4 at CEE.


Fig. 5 Numerical simulation for $\beta=1$ and $\alpha=1$ for CEE point.


Fig. 6 Numerical simulation for $\beta=1$.

The curved trajectories in Figs. 6 8 describe the convergence of susceptible $S_{p}(t)$, populace infected with $\operatorname{HPV} I_{\mathrm{HPV}}(t)$ and persons infected with cervical cancer $I_{c c}(t)$. The parametric values are selected in a way that makes $R_{0}<1$ to attain the endemic equilibrium. All the curves in Figs. 6] 8 attain the endemic value against different values of $\alpha$. The curves adopt the different trajectories in the beginning, but ultimately converge to the same value i.e. endemic value. The change in trajectory for the different values of $\alpha$ reflects the change that occurs in the physical phenomenon. So, the role of $\alpha$ in disease dynamics is very important. The values of $\alpha$ also decide how the infection will propagate graphically. On the basis of these sketches, we can interpret the course of disease before reaching the stable position. One important thing is that all the curves converge towards the true steady state,


Fig. 7 Numerical simulation for $\beta=1$.


Fig. 8 Numerical simulation for $\beta=1$.
which strengthens the efficacy and numerical efficiency of the proposed scheme. This fact enhances the worth of the scheme.

Figures 911 represent $S(t), I_{\mathrm{HPV}}$ and $I_{c c}(t)$, respectively, at CFE. All the graphs in these figures are sketched against $\beta=0.95$ and the various values of $\alpha$ can be observed from the relevant figure and graph. It has been observed that a change in the value of $\beta$ affects the path and rate of convergence of the curved graph but the sketch attains the desired position. This fact is very helpful for the modeling of real-world phenomenon. This situation is quite favorable for our proposed numerical fashion. So, by choosing the appropriate values of $\alpha$ and $\beta$, we can study the disease dynamics with a more deeper understanding.

Similarly, the graphical patterns in Figs. 1214 are drawn at CEE. The value of $\beta$ is chosen as 0.95


Fig. 9 Numerical simulation for $\beta=0.95$. and various values of $\alpha$.


Fig. 10 Numerical simulation for $\beta=0.95$. and various values of $\alpha$.


Fig. 11 Numerical simulation for $\beta=0.95$. and various values of $\alpha$.


Fig. 12 Numerical simulation for $\beta=0.95$. and various values of $\alpha$.


Fig. 13 Numerical simulation for $\beta=0.95$. and various values of $\alpha$.


Fig. 14 Numerical simulation for $\beta=0.95$. and various values of $\alpha$.
and the values of $\alpha$ are mentioned in each figure. Every graph in each figure converges to the genuine endemic equilibrium as mentioned in Sec. 4 Furthermore, the trajectories against $\beta=1$ to $\beta=0.95$ (for a certain values of $\alpha$ ) show the slight variation in its route which is due to change in the rate of convergence for both the curved sketches. Also, these sketches reflect the different states of the disease dynamics against certain values of parameters.

So, we can discuss the disease dynamics in various environmental conditions by dint of these graphical templates.

## 7. CONCLUSION

In this study, an extended fractal fractional model for the malevolent cervical cancer infection caused by HPV is proposed for discussing the transmission and persistence of the disease in the community. A new scheme is designed to investigate the model numerically. The points of equilibria are calculated analytically and verified successfully by numerical simulations. The local stability of the model is investigated and the criteria for the stability are also described at the disease free and endemic equilibrium. These criteria are also tested by simulations. The basic reproduction number $R_{0}$ is calculated. Moreover, its role in deciding the stability of the steady state is investigated. Also, the existence and non-existence of the disease in the society is also concluded by $R_{0}$. This study may be applied to extend the classical models of the various physical phenomenon for better and vivid perception of the phenomenon. The graphical results of the scheme obtained by the computer simulations
are in good agreement with the analytical results. It is also mentionable that all the graphical solutions against different values of $\alpha$ and $\beta$ converge towards the exact steady states which reflect the worthiness and efficiency of the proposed numerical design. Therefore, this is a reliable scheme to solve the nonlinear models.

For future perspective, the proposed scheme can be applied efficiently on extended fractal fractional predator-prey models, chemical reaction models, etc. Also, the proposed idea can be extended to the reaction-diffusion models.
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