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ABSTRACT 

 

 

SENTIMENT ANALYSIS AND GENDER PRECITION IN TWITTER DATA 

 

 

BALABAN, Ertuğrul 

M.Sc., Department of Computer Engineering 

Supervisor: Yrd. Doç. Dr. Abdül Kadir GÖRÜR 

 

August 2015, 39 pages 

 

 

In this thesis, tweets from Twitter that have been sent by users will be considered on a 

preferential basis in accordance with determined or requested specific key word(s). 

Also the interpretation of these tweets, by the computer, will be examined in a way as 

they are "Positive", "Negative" or "Neutral". In this context, under the heading 'Twitter 

Sentiment Analysis', studies were conducted and the success rates of achieved results 

were compared. In addition to this, on the basis of the usernames(of users) who send 

tweets, tweets was compared with Turkish Special Names which is shared by the 

Turkish Language Association (TDK) and also achieved results and gender 

determinations of users in terms of "Female", "Male" or "Not Determined," were 

examined. Under the heading of 'Gender Prediction in Twitter' studies were conducted 

and the success rates of achieved results were compared. On the basis of this study, 

the related topics of ‘Sentiment Analysis' and 'Gender Prediction' were examined for 

Turkish Language and all of these studies were carried out through Turkish language. 

 

Keywords: Sentiment Analysis, Twitter, Gender Prediction in Twitter. 
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ÖZ 

 

 

 

TWITTER VERİLERİNDE DUYGU ANALİZİ VE CİNSİYET TESPİTİ 

 

 

BALABAN, Ertuğrul 

Yüksek Lisans, Bilgisayar Mühendisliği Anabilim Dalı 

Tez Yöneticisi: Yrd. Doç. Dr. Abdül Kadir GÖRÜR 

Ağustos 2015, 39 sayfa 

 

 

Bu tezde, sosyal medyada önemli bir yere sahip olan Twitter uygulamsında, belirlenen 

veya istenen spesifik bir kelime (ler)’ e göre kişilerin atmış olduğu tweetler ele alınmış, 

bu tweetlerin otomatik olarak “Olumlu”, “Olumsuz” ya da “Nötr” şeklinde bilgisayar 

tarafından yorumlanması incelenmiştir. Bu kapsamda, “Twitter Duygu Analizi” 

başlığı altında çalışmalar yapılmış ve çıkan sonuçların başarı oranları 

karşılaştırılmıştır. Bunun yanı sıra, tweet atan kullanıcıların kullanıcı adları temel 

alınarak, Türk Dil Kurumu tarafından paylaşılan Türkçe Özel İsimler ile 

karşılaştırılmış, çıkan sonuçlar ve eşleşmelere göre kullanıcıların Cinsiyet tespitlerinin 

“Kadın”, “Erkek” ya da “Tespit Edilemedi” şeklinde yorumlanması incelenmiştir. 

Yine bu kapsamda da, “Twitterda Cinsiyet Tespiti” başlığı altında çalışmalar yapılmış 

ve çıkan sonuçların başarı oranları karşılaştırılmıştır. Bu çalışmanın temelinde, Twitter 

Duygu Analizi ve Twitterda Cinsiyet Tespiti başlılklı konular Türkçe dili için ele 

alınmış ve yapılan tüm çalışmalar Türkçe dili üzerinden yürütülmüştür. 

 

Anahtar Kelimeler: Duygu Analizi, Twitter, Twitterda Cinsiyet Tespiti. 
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CHAPTER 1 

 

INTRODUCTION 

 

1.1 Sentiment Analysis and Gender Prediction  

Sentiment analysis is the automatic classification method to identify and extract 

subjective information from words, phrases or text. It used to detect positive or 

negative opinions which are specified by documents that were examined by computer. 

Analyzing each word manually is almost impossible task because of a big data and 

time related factors for comments, we need the tool which can make sentiment analysis 

automatically. This process can be used especially in social networks as Twitter to 

analyze user opinions. Because a lot of companies, politicians or famous people have 

their own official Twitter accounts. Thus, making automatically sentiment analysis 

ensures monitoring opinions and thoughts of users about them. The consumers who 

want to investigate the product sentiments preparatory to buying can benefit from this, 

as well as the companies which want to track their trademarks’ public sentiment. 

 

Statistical approach and Linguistic approach are the main two approaches used in 

sentiment analysis[1]. Statistical approach depends on comparing the negative and 

positive statement amount statistically and mathematically. However in the text and 

verbal approach, the analyzed text analysis besides rule build are the processes 

operated. 

 

Additionally, gender prediction has an important part of text mining, that gave us an 

additional information about the author who made the comments. In Twitter, username 

and profile picture can be helpful to detect the gender of the comment and analyzing 

the percentage of the woman or man thoughts. Thus, it can be used in different 
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applications across a variety of fields like marketing, advertising and legal 

inverstigation. 

 

1.2 Objectives 

The main objective of this research is to interpret the text comments (i.e. tweets) by 

the computer, which are collected from Twitter social network then examined in a way 

as they are "Positive", "Negative" or "Neutral". While deciding on comments of 

tweets, gender prediction of tweets is the second main task for this thesis.  

 

In general, tweets from Twitter send by user about the certain issue or related with the 

selected key words, provides to show the thoughts of the people about it. This thesis 

provides to explain the emotions of the tweets and gender of the person who send the 

tweets. Because of its popularity and commercial revenue, twitter tweets preferred to 

interpret. Besides, men and women think differently even though they talk technically 

same language. Gender of tweets show this difference and give a percentage of the 

results on comments as women or men. 

 

The keywords and sentences can be used to search this big quantity. However, the 

meaning and the sentiment meaning of the text must be realized by search engines for 

consequence achievement. The sentiment analysis is the most proper solution in order 

to solve this issue. It has key concern which is the foundation of the feelings that the 

text gives. 

 

Unfortunately, all studies in the literature about Sentiment analysis generally focused 

on the English language. There is no enough Turkish study or tool to implement this 

work. Therefore, in this thesis, generate Turkish data set and provide Turkish 

Sentiment Analysis is the main purpose. Besides, because of Turkish data, people who 

share these data (tweets) on their own accounts also critical task to determine the 

gender of the tweets. Therefore, there should be also Turkish Name data set creation 

to decide the gender of the person who sent tweets from Twitter. There is no any kind 

of study in Turkish also. 
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According to studies above, the main idea in this thesis is to apply Turkish Sentiment 

Analysis on the Twitter data and also provide the gender prediction for the Turkish 

tweets. This thesis provides new methods for the structure of Sentiment Analysis and 

Gender Prediction for the Twitter data. 
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1.3 Outlines 

 

This thesis contains five chapters. All the necessary information about the Turkish 

Sentiment Analysis and Gender Prediction from the Twitter data will be examined. 

According to created Turkish data set, comparison with the other studies and 

successful rates show future of this study. According to the main concept of the thesis; 

 

Chapter 1 is an introduction to the sentiment analysis and gender prediction on Twitter 

data and objectives of this thesis.  

 

Chapter 2 includes background information related with the implementation studies 

and proper application used in. 

 

In Chapter 3, methods will be explained to apply sentiment analysis on Turkish Twitter 

data. Besides methods for gender prediction on Turkish Twitter data.   

 

In Chapter 4, according to implementation technic which were used in this thesis will 

show the success rate results and provide to compare other studies done in same way. 

 

Chapter 5 includes the conclusion and future work part. 
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CHAPTER 2 

BACKGROUND FOUNDATION 

 

 

2.1 Literature Survey 

Sentiment Analysis and Gender Prediction from Twitter data has many research 

consists of different tecniques and methods for evaluating and getting good rate of 

successful result. In this thesis, many literature surveys are examined to determine 

which method is suitable for the high rate success. As a result of the literature searches, 

it is seen that the most proper method belongs to Akshi Kumar and Teeja Mary 

Sebastian. In their method they put forward a model for searching and finding the 

sentiment through Twitter. It is a microblogging service where users post writings 

about any topic. They interpret a hybrid approach by dictionary and corpus based 

methods with the aim of specifying the semantic orientation of the tweets. In order to 

reveal the usage and efficiency, a case study is conducted. [2] 

 

The challenges that arise from Twitter data streams are argued by Eibe Frank and 

Albert Bifet. The pioneer of these challenges are the classification problems. 

Afterwards for sentiment analysis and opinion mining, Twitter data streams are 

evaluated. In order to handle the streaming unbalanced classes, a sliding window 

Kappa statistic for evaluation is suggested in time-changing data streams. For data 

streams, they worked on Twitter data via learning algorithms based on the specified 

statistic. [3] 
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Furthermore, term distribution involved in supervised term weighting methods is 

preferred rather than traditional methods. This method is crucial for representing the 

text under text classification. The traditional and supervised methods are contrasted 

within different aspects for two datasets composed of Turkish Twitter posts upon the 

study of Mahmut Çetin and M. Fatih Amasyalı at Yıldız Teknik University. The 

studies show that supervised term weighting methods are more preferable and suitable 

to apply. [4]. 

 

Moreover a new approach which is adding semantics into training set as additional 

properties for sentiment analysis, is presented by Yulan He, Harith Alani and Hassan 

Saif. A tweet’s sentiment concept is added as an extra property whereas concept 

correlation is evaluated via negative/positive sentiment for each accessed entity from 

tweets. Another comparison is with an approach founded on topic analysis relevant to 

sentiments. As a result, it appeared that more efficient Recall and F score is produced 

during negative sentiment classification as well as more efficient Precision and Recall 

score during negative and positive sentiment classification. [5] 

 

Alexander Pak and Patrick Paroubek’s study is on linguistic analysis of the collected 

corpus besides explored phenomena explanation. Their study aims to indicate how to 

gather a corpus automatically toward sentiment analysis and opinion mining. Corpus 

usage provides a sentiment classifier build which is capable of classifying the 

sentiments as positive, negative and neutral. According to the experiments, the 

technique they suggested seems to be more efficient and have better performance than 

the methods used prior. Although they maintained their study in English, it can be 

applicable to any other language [6]. Based upon the upcoming work accommodation, 

in order to improve the method for sentiment analysis assessment on Twitter data, this 

thesis is generated.  

 

Another study on text classification belongs to Alec Go, Lei Huang and Richa 

Bhayani. They aim to generate an algorithm classifying Twitter messages depending 

on query terms. Via machine learning techniques and distant supervision, the method 

they come up with can attain sentiment classification to be accurate [7, 8]. 
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A different work from researchers Yücel Sargın, Gizem Gezici and Dilek Tapucu, 

proposing and evaluating new features to sentiment classification, which is used in a 

word polarity based approach. Before estimating the overall review polarity, they 

analyze sentences in first place. After that they consider length of the sentences, 

position within the opinionated text, purity, subjectivity, irrealis content. Their 

analysis can be used to find sentences, conduct information about overall review 

polarity in a better way. Results shows, using these proposed features points a small 

improvement accuracy of sentiment classification. While improving classification 

accuracy, these sentence level features has gains in another task which is review 

summarization [9]. 

 

Target dependent classification based on if the sentiments are composed of positive, 

negative or neutral sentiments for Twitter is studied by Tiejun Zhao, Mo Yu and Ming 

Zhou. The state-of-the-art algorithm provides a solution for the problem, which is a 

query taking role as a sentiment target, by appropriating the target independent method 

assigning inconsequential sentiments to the specified target. In addition, the content of 

sentiment to be classified is ignored during the classification, as the state-of-the-art 

algorithms regards only the tweet to be classified.  Nevertheless regarding the instant 

tweet is sufficient to classify sentiment as tweets are short and unclear. They claim to 

develop target dependent Twitter sentiment classification by some methods. These are 

incorporating target-dependent features and taking concerned tweets into thought. On 

the basis of the research results, this algorithm provides target dependent sentiment 

classification performance to be more advanced [10]. 

 

Furthermore, hashtag level sentiment classification and transmission of ontology 

based methods for analyzing sentiment in Twitter posts with better performance are 

worked on. Producing entire sentiment polarity automatically for a specified hashtag 

is experienced. This differs from sentiment analysis for traditional sentence level and 

document level significantly. As a result of their research, sentiment polarity of tweet 

with hashtag, hashtags co-occurrence relationship and verbal expression of the 

hashtags are the information beneficial for handling the assignment [11, 12]. 
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Moreover another feature studied on and involved into the thesis is gender 

determination for Twitter data. One of these studies belongs to Na Cheng, R. 

Chandramouli and K.P. Subbalakshmi. They prefer 3 different machine learning 

tecniques which are support vector machine, Bayesian logistic regression and 

AdaBoost Decision Tree. The aim of these methods are determining gender according 

for short, gender mixed, free content based texts. Other identifiers for gender detection 

are function words, structural and word based features according to research results 

[13]. 

 

In addition, gender, verbal manner and social network relation is worked on by David 

Bamman, Jacob Eisenstein and Tyler Schnoebelen. In their study they used a novel 

corpus of 14,000 Twitter users. The relationship between gender and language affected 

manners and interests are investigated by aggregating Twitter feeds. Later on, as some 

of the individuals manners match with the statics about relationship between language 

and gender, and some of them contrast with, they search the ones manners of which 

match more with the other gender. The users whose manner match with the other 

gender are found to have more users from the other gender in their social networks. In 

this manner, same gender language markers relate with homogeneity. Matching up the 

quantitative methods and social methods bring out how genders are revealed as users 

related to audiences, topics, and mainstream gender norms [14]. 

 

In conclusion, another theory about deducing the gender detection for the individuals 

in Twitter from their tweet content, belongs to Clay Fink, Jonathon Kopecky and 

Maksym Morawskib. The Twitter users in the West African nation of Nigeria 

implemented supervised machine learning via attributes gained from user tweet 

content for classification. By only using unigram model 80% accuracy is provided in 

gender recognition, thus using only this model is a successful way for gender detection. 

When most dominant features are analyzed, it is seen that there are some distinctions 

between man and women both emotionally and topically. They claim that in case of 

the manners of Twitter users are not reliable or available, this method manifests clearer 

user information who has social media [15]. 
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2.2 Application  

New trend among researchers, using sentiment analysis on Twitter, for recognize 

scientific tests and its applications. The challenges unique to this problem area are 

mainly linked to the dominantly informal tone of the micro blogging. Pak and 

Paroubek used microblogs and especially Twitter as a body of the experimental data 

for sentiment analysis. They indicated; social media platforms are necessary and 

important source of emotions of the people’s opinions; every people can express their 

ideas about related topics, text posts (tweets) grows every day with huge numbers, so 

collected corpus can be randomly large, besides regular users, politicians, celebrities, 

even country presidents’ uses Twitter; Twitter owns very different user profiles, text 

posts can be collected form very different social groups and also interests groups. 

Twitter’s users are from many different countries in the world. 

 

Previous studies about sentiment analysis were usually in English. Nowadays number 

of users who use social networks in Turkey is increasing and sentiment analysis in 

Turkish has become need. Therefore, we created a dataset which includes 

approximately 85.000 words in inflected form and nominative. There are also 7650 

special name which include both women and men name in Turkish except unisex 

name. The names are taken from TDK website. Detailed data set informations will be 

given at Chapter 3. According to these datasets, create an application which use 

Twitter API when it collects data from Twitter according to selected keyword. 

 

Investigations are made in line with word(s) determined on a certain subject or person 

on Twitter, and Trend Analysis studies are made about that subject or person through 

obtained Tweets. Within context of this thesis, studies have been conducted about 

Galatasaray – Fenerbahçe derby match in Turkey that was performed via Twitter on 

08.08.2014. On this study, ‘Galatasaray’ and ‘Fenerbahçe’ keywords have been used. 

Total of approximately 1.500.000 Tweets have been obtained during the day. 
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As mentioned above, a Tweet collection application in C# language has been 

developed for collecting tweets sent in Twitter according to requested keyword. 

Twitter API that was shared by twitter for developers for developing this application 

has been used. With help of this API, search studies have been made instantly 

according to word, and each Tweet has been catched by users with this application. 

Also, all these obtained Tweets have been stored by using MS SQL Database. So, all 

these Tweets sent by persons have been stored, and loss of them has been prevented 

with this application developed even they have been erased from user accounts. 

 

 
Figure 1 General Evaluation Graphics 

 

After searching procedures made according to determined keyword and storing 

obtained data, analysis of them should be presented to user in an understandable 

language. This context is called as “Trend Analysis” in literature. Data required for 

this analysis are presented to users again via Twitter API. With help of this application 

developed with API, many information such as User Name, Author Name, Tweet 

Sending Date of user sending the Tweet, latitude and longitude information related to 

province of user if confidentiality settings are open for sharing, profile photo used and 

tweet sent are accessed. With help of that information, detailed reporting can be made 

about search made by user. We can arrange these reports in 4 main titles. These are; 

General Evaluation Graphics, Date- and Time-Interval Evaluation Graphics, Day-

based Evaluation Graphics and Time-Based Evaluation Graphics. Screen images 

related to them are as follows. 
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Figure 2 Date and Time Interval Evaluation Graphics 

 

 

 

Figure 3 Day-based Evaluation Graphics 
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Figure 4 Time-Based Evaluation Graphics 

 

Moreover, information about from which province and country users sent Tweet who 

doesn’t hide and share their location information is obtained. For this, application 

developed by using Twitter API accounts latitude and longitude information shared by 

user sending Tweet. In addition to developed application, latitude and longitude 

information and provinces and countries from where Tweets were sent are determined 

by using developed ‘GeoNames API’. So, tweets in the light of geographic location 

information shared by persons are reported as intensity maps on basis of provinces. A 

sample intensity map made on basis of Provinces of Turkey has been given on figure 

below. 

 

Figure 5 Tweet Intensity on Turkey Map 
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In the light of all these information, main purpose of this thesis is to perform 

interpretation of tweets sent as “Positive”, “Negative” or “Neutral” automatically and 

faster way by a computer according to determined keyword in addition to this type of 

information to be obtained. This subject is taken as “Twitter Sentiment Analysis” in 

the literature. Also, another purpose of the thesis is to perform Gender Determinations 

of persons automatically and faster way by taking User and Author names shared by 

users sending tweets. This subject is mentioned as “Twitter User Gender 

Determination” in the literature. 
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CHAPTER 3 

METHODOLOGY 

 

3.1 Data Sets 

Firstly, a database containing words used by persons while expressing their emotions 

has been created for Sentiment Analysis studies. Studies performed in the article being 

examined have been executed in English Language, and it has been studied with 

English words and word groups. Because a Turkish Sentiment Analysis will be made 

in the study as a content of thesis, 117.659 words have been reached via internet 

belonging to SentiWordNet.  

 

The scores of the sentiments which are both real valued and neither positive nor 

negative, are attached to WordNet synsets (Fellbaum1998) by SentiWordNet 

(Baccianella, Esuli, and Sebastiani 2010). Toward commercial applications, 

unrestrained distribution and licensing of non-commercial usage processes exist. 

 

3.2 Measures 

 

3.2.1 WordNet Dissemination 

In this chapter of the thesis, Wordnet Dissemination which is the selected by human 

manually selected seed sets will be preserved. Table 1 below shows the words and 

their scores according to emotions. Negative Emotions has NegScore and Positive 

emotions has PosScore [16]. 
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Id PosScore NegScore Words 

00001741 0.125 0 Able#1 

00002927 0 0 Adaxial#1, Ventral#1  

00002012 0 0 Abaxial#1, Dorsal#2 

00003566 0 0 Emergent#2, Emerging#2  

00003398 0 0 Nascent#1 

00002023 0 0.75 Unable#1 

Table 1 A Fragment of the SentiWordNet Database 

 

The algorithm begins with n small, hand-crafted seed-sets and then follows WordNet 

relations from them, thereby expanding their size. The sets of iteration i are used as 

seed-sets for iteration i+1, generally after pruning any pairwise overlap between them. 

The algorithm is also fully shown in Figure 6. 
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Figure 6 Figure Wordnet Data Algorithm 

 

The algorithm uses some parameters such as the seed sets, the WordNet relationship 

including polarity, the iteration value, and overlap prevention. By the courtesy of these 

parameters the additional seed sets, extraction from other distinctions. In case of need 

for spreading the verbal branches, the transfer of these into the demo can be provided. 

 

Category Seed Set 

Female lady, girl, female, sister, bride, women 

Male gentlemen, boy, male, brother, guy, man 

Pleasure calm, amuse, joy, ecstasy, enjoy 

Pain regret, agony, fearful, disconcerted, remorse 

Strong control, rich, perseverance, illustrious 

Weak weak, sluggish, lowly, poor, sorry  

Table 2 Wordnet Category and Seed Set 
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In order to polarity sense-preservation related algorithm evaluation, consequently the 

seed sets in Table 2 and permitted propagation algorithm will be operated. The 

propagation algorithm must run for 20 iterations and it controls the 

Positive/Negative/Neither distinctions reproduction efficiency for the subset of 

Harvard General Inquirer as well as in WordNet. 

 

Emotions Senti Words 

Negative Bad, nasty, poor, negative, wrong, unfortunate, inferior 

Positive excellent, correct, positive, good, nice, superior, fortunate 

Objective Financial, administrative, ponder, geographic, constitute 

Table 3 Example Senti Words 

 

Evaluation of the WordNet algorithm is used for the seed sets. Assessing how well 

simple Wordnet propagation is able to recover the Harvard Inquirer 

Positive/Negative/Neither classes using the seed sets of Table 3 Example Senti Words. 

 

3.2.2 Weighted Wordnet Propagation 

An algorithm spreading the original seed set sense as well as attaching the scores with 

the words and representing the intensity amount they have relevant to the graphical 

connections to the seed words, is suggested by Ryan, Blair-Goldensohn, McDonald 

and Reynar (2008). 

 

 

Figure 7 Wordnet Weights Calculation 
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3.3 Implementation   

 

In order to have that word list become meaningful and stored in database, matching of 

Senti weights has been performed. Then, words having Senti Score of (Positive and 

Negative scores) 0 value from words in this word list have been deleted with command 

DELETE from SQL Table. After this procedure, 39.650 words remained 

consequently. 

 

Remaining 39.650 English word and Word Groups (3N-Gram) should be translated 

into Turkish language in order to perform a Sentiment Analysis study in Turkish 

language. For this reason, Google Translate infrastructure has been used for this 

procedure, and their Turkish corresponding have been created with written translater 

application for 39.650 words. In the Turkish translation phase, Google Translate API 

offers you lots of same meaning words. In that words offer, 3 of the same meaning 

words are selected. For example “good” word has many same Turkish meanings and 

“iyi”, “güzel” and “hayırlı” are selected for adding our database. Words that cannot be 

translated have been marked with “-“. According to these information, total 30.883 

words have been translated and 8767 words have been marked as “-“, e.g. they cannot 

be translated. Also, same words and word groups have been determined in word groups 

after translation, and they were excluded from database. 

 

As mentioned above, one word has three different and same meaning Turkish words. 

These words are added to our database. But, it causes lots of same (not unique) words 

on the database. Therefore, lack of the same recording and deleting the same words 

and phrases in the requirement that all of the unique word has been made. As a result, 

23.223 raw Turkish words and word groups have remained on our hand. 

 

As it is known, because Turkish language is an articulate (additive) language, verbs 

having additions of “–mek”, “-mak”, “-me” and “-ma” in about 23 thousand words 

have been determined, and 48 inflection suffix of those verbs have been applied on all 

verbs, as in the example below for word “alkışlamak” on the sample table below. 
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PRESENT SIMPLE 

+ - + - 

BEN Alkışlıyorum Alkışlamıyorum Alkışlarım Alkışlamam 

SEN Alkışlıyorsun Alkışlamıyorsun Alkışlarsın Alkışlamazsın 

O Alkışlıyor Alkışlamıyor Alkışlar Alkışlamaz 

BİZ Alkışlıyoruz Alkışlamıyoruz Alkışlarız Alkışlamayız 

SİZ Alkışlıyorsunuz Alkışlamıyorsunuz Alkışlarsınız Alkışlamazsınız 

ONLAR Alkışlıyorlar Alkışlamıyorlar Alkışlarlar Alkışlamazlar 

Table 4 Example Word Conjuction_1 

 

 

PAST FUTURE 

+ - + - 

Alkışladım Alkışlamadım Alkışlayacağım Alkışlamayacağım 

Alkışladın Alkışlamadın Alkışlayacaksın Alkışlamayacaksın 

Alkışladı Alkışlamadı Alkışlayacak Alkışlamayacak 

Alkışladık Alkışlamadık Alkışlayacağız Alkışlamayacağız 

Alkışladınız Alkışlamadınız Alkışlayacaksınız Alkışlamayacaksınız 

Alkışladılar Alkışlamadılar Alkışlayacaklar Alkışlamayacaklar 

Table 5 Example Word Conjuction_2 

 

 

“Verbix 9 Verb Conjuctions” application has been used for this study. Total 85.313 

Turkish words and word groups in database have been saved for using in Sentiment 

Analysis study with this application. Above example word conjuction table, word 

conjuctions are done for simple, present, past and future tense for both positive and 

negative side. With prepared Sentiment Database, sum of weights obtained by word-

based matching has reached to a level to make a comment about tweets sent by persons 

in sentiment analysis study. You can reach picture of some part of sentiment words, 

word groups and their weights located in the following example. 
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Id Eng_Word Tr_Word Pos_Score Neg_Score 

412 above yukarıdaki 0 0.125 

413 above named adında yukarıda 0 0.125 

414 abrasive aşındırıcı 0 0.666 

415 abreact rahatlıyorum 0 0.875 

416 abreact rahatlıyorsun 0 0.875 

417 abreact rahatlıyor 0 0.875 

418 abreact rahatlıyoruz 0 0.875 

419 abreact rahatlıyorsunuz 0 0.875 

420 abreact rahatlıyorlar 0 0.875 

421 abreact rahatlamıyorum 0.875 0 

422 abreact rahatlamıyorsun 0.875 0 

423 abreact rahatlamıyor 0.875 0 

424 abreact rahatlamıyoruz 0.875 0 

425 abreact rahatlamıyorsunuz 0.875 0 

426 abreact rahatlamıyorlar 0.875 0 

427 abreact rahatlarım 0 0.875 

428 abreact rahatlarsın 0 0.875 

429 abreact rahatlar 0 0.875 

430 abreact rahatlarız 0 0.875 

Table 6 Conjuctions and Weights in Database 

 

As seen on the picture, status of words with single, double and triple words are 

presented in database created. With developed application, all status of words in Tweet 

sent has been taken up to triple groups and a Score occurs depending on their positive 

and negative weights and matches. In case undetermined words occur, Tweet is 

marked as “Neutral”. 
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Second aim of this thesis study, Gender Determination on Twitter will be examined 

under this heading. Related to this subject, primarily it is supposed that search results 

have been performed according to requested or determined word in Twitter. Then, 

tweets related to that subject or person is stored in database. As previously mentioned, 

URLs of user profile photos are included together with Username and Author name of 

Users in those information. Studies related to performing Gender Determinations of 

persons sending Tweet will be described in this section in line with this information of 

users. 

 

Primarily, username, author name and profile photo information of users in Tweets 

obtained are stored in database. Then, these information are processed in a fast way 

and determination of users is provided as “Female”, “Male” or “Not determined”. Web 

page shared in internet site of TDK – Turkish Linguistic Organization containing 

Private Names in Turkey has been reached in order to perform this study. Names 

available there have been located in alphabetical order and categorized as “Female”, 

Male” and “Female-Male (Unisex)”. Sample data of names beginning with letter “A” 

is given on Table 7 below. 

 

Adil-(Erkek) Adile-(Kız) Adilhan-(Erkek) Adlan-(Erkek) 

Adlığ-(Erkek) Adli-(Erkek) Adnan-(Erkek) Adni-(Erkek) 

Adsız-(Erkek) Adsoy-(Erkek) Adviye-(Kız) Afacan-(Erkek) 

Afer-(Erkek) Afet-(Kız) Affan-(Erkek/Kız) Afi-(Kız) 

Afife-(Kız) Afitap-(Kız) Afiye-(Kız) Afiyet-(Kız) 

Afşar-(Erkek) Afşin-(Erkek) Agah-(Erkek) Agil-(Erkek) 

Ağa-(Erkek) Ağabay-(Erkek) Ağacan-(Erkek) Ağahan-(Erkek) 

Ağahatun-(Kız) Ağakan-(Erkek) Ağakatun-(Kız) Ağan-(Erkek/Kız) 

Ağanbegüm-(Kız) Ağanbike-(Kız) Ağanbüke-(Kız) Ağaner-(Erkek) 

Ağar-(Erkek) Ağarantan-(Erkek) Ağaverdi-(Erkek) Ağbacı-(Kız) 

Table 7 Name-Gender Table 
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Based on data obtained from this site, all female and male names have been collected, 

and all have been stored in the same database without including in evaluation for 

names Female/Male “Unisex” names. According to that list, 2490 Female names, 5167 

Male names have been obtained, and total 7657 names have been obtained. 

 

Gender Prediction part of the thesis, matches have been made with names we have 

created separately for Female and Male names in database and determination of 

matched names have been performed with the application developed by considering 

Usernames and Author Names of users sending Tweet. With help of this developed 

program, fast and successful determination of Gender Prediction of users sending 

Tweet has been provided. 
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CHAPTER 4 

RESULTS AND DISCUSSIONS  

 

4.1 Sentiment Analysis Results 

According to collected data from Twitter about the “Galatasaray” and Fenerbahçe 

keywords Figure below show the sentiment results which is automatically calculated 

by the application and human judgement results.  

 

System Score System Human1 Human2 Human3 Human4 Human5 

0,875 1 1 1 1 1 1 

-0,625 2 2 2 2 2 2 

0,625 1 1 1 1 1 1 

-0,875 2 2 2 2 2 2 

0,25 1 1 1 1 1 1 

0,625 1 1 1 1 1 1 

1 1 1 1 1 1 1 

0,875 1 1 1 1 1 1 

0,125 1 1 1 1 1 1 

0,125 1 1 1 1 1 1 

0,25 1 1 1 1 1 1 

-1,625 2 2 2 2 2 2 

-0,125 2 0 0 2 0 2 

0,25 1 1 1 1 1 1 

-0,375 2 1 1 1 1 1 

1,125 1 2 0 0 0 0 

-0,5 2 2 2 2 2 2 

0,75 1 1 1 1 1 1 

0,75 1 1 1 1 1 1 

Table 8 FB Senti Score Result 
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Figure 8 show the sentiment result of the “Fenerbahçe” keyword results. According to 

this table first Column name as System_Score shows the sentiment weighted score of 

each tweet. Meaning of these result is score which is higher than 0 has positive data 

for the “fenerbahçe” keyword. Score which is lower than 0 has negative data for the 

“fenerbahçe” keyword. If score is 0, it means system can not make comment or string 

matching is not successful, that’s why system can not do interpretation this tweet. 

 

According to weights of this data can be represented by numbers that “0” for Neutral, 

“1” for Positive and “2” for negative meaning. These numbers are choosen because, 

while human do judgement on the Interpretation Screen, they select the string Positive, 

Negative or Neutral. It has special meaning for our application for coding. If human 

select Positive, application fill comments parts on the database as 1. If human select 

Negative, application fill comments parts on the database as 2 and 0 for Neutral. 

 

In that part, Pearson Correlation method are used for understanding the correlation 

between human and system result. 

 

FB – Sentiment 

Results 

Pearson Correlation Between System and 

Human results 

Human 1 0.5251 
Human 2 0.5452 
Human 3 0.5133 
Human 4 0.4948 
Human 5 0.5966 

Table 9 Pearson Correlation Result for FB Sentiment Result 

 

It is the statistical method to show correlation between sets of data is a measure of how 

well they are related. It can also called as linear relationship between two set of data. 
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System Score System Human1 Human2 Human3 Human4 Human5 

-0,25 2 2 2 2 2 2 

0,25 1 1 1 1 1 1 

-0,5 2 1 1 1 1 1 

1,5 1 2 2 2 2 2 

-0,125 2 2 2 2 2 2 

0,375 1 1 1 1 1 1 

1,75 1 1 1 1 1 1 

0,75 1 1 1 1 1 1 

0,25 1 1 1 1 1 1 

0 0 1 1 1 1 1 

0,875 1 1 1 1 1 1 

-0,125 2 2 2 2 2 2 

0,5 1 0 0 0 0 0 

0,75 1 1 1 1 1 1 

-0,375 2 1 1 1 1 1 

Table 10 GS Senti Score Result 

 

 

In that part again, same method which is Pearson Correlation method is used for 

understanding the correlation between human and system result. 

 

 

GS – Sentiment 

Results 

Pearson Correlation Between System and 

Human results  

Human 1 0.561077 

Human 2 0.553637 

Human 3 0.564522 

Human 4 0.604044 

Human 5 0.558864 

Table 11 Pearson Correlation Result for GS Sentiment Result 
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In the context of this definition, five human judgement results are compared with the 

system results and get some score. These score has own meaning which shown on the 

Table 12 Pearson Correlation Values Range. 

 

+1 Perfect positive peak for linear relationship 

+ 0.50 Moderate positive linear relationship 

+ 0.30 Weak positive linear relationship 

0 No linear relationship 

– 0.30 Weak negative linear relationship 

– 0.50 Moderate negative linear relationship 

–1 perfect negative peak for linear relationship 

Table 12 Pearson Correlation Values Range 

 

The possible values for the Pearson Correlation results will be between -1 and 1. It 

will very rarely be 0, -1 or 1. Mostly it is a number between these values. The closer 

the value gets to zero, the greater the variation the data points are around line of best 

fit, Table 12 Pearson Correlation Values Range table explains the correlation 

coefficient values. 

 

According to Correlation Value range between the -0.5 to 1.0 or 0.5 to 1.0 has higher 

correlation. The values between -0.3 to -0.5 or 0.3 to 0.5 has medium correlation 

relations. Moreover, it provides Moderate Positive Linear relationship between 

systems and human judgements for the sentiment analysis of both “Galatasaray” and 

“Fenerbahçe”. 

 

There is also Recall - Precision method for comparing system result with the human 

judgement result person by person. It provides valuable result to compare human and 

system results judgement proximity. 
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 Human Result 

+ - 

System Result 
+ a b 

- c d 

Table 13 Precision-Recall Result Formula 

 

Recall(+) = a / (a + c)   Recall(-) = d / (b + d) 

          Precision(+) = a / (a + b)           Precision(-) = c / (c + d) 

 

Firstly, Formula applied for ‘Fenerbahçe’ keyword and results; 

 

 Human1 Result 

+ - 

System Result 
+ 124 15 

- 12 40 

Table 14 FB-Human1 Precision-Recall Result 

 

Recall(+) = 124 /(124 + 12) = 0,9117  Recall(-) = 40 / (15 + 40) = 0,7272 

Precision(+) = 124 / (124 + 15) = 0,8920 Precision(-) = 12 / (12 + 40) = 0,2307 

 

 

 Human2 Result 

+ - 

System Result 
+ 124 9 

- 15 39 

Table 15 FB-Human2 Precision-Recall Result 

 

Recall(+) = 124 / (124 + 15) = 0,8920 Recall(-) = 39 / (9 + 39) = 0,8125 

Precision(+) = 124 / (124 + 9) = 0,9323 Precision(-) = 15 / (15 + 39) = 0,2777 
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 Human3 Result 

+ - 

System Result 
+ 125 9 

- 10 42 

Table 16 FB-Human3 Precision-Recall Result 

 

Recall(+) = 125 / (125 + 10) = 0,9259 Recall(-) = 42 / (9 + 42) = 0,8235 

Precision(+) = 125 / (125 + 9) = 0,9328 Precision(-) = 10/ (10 + 42) = 0,1923 

 

 

 

 Human4 Result 

+ - 

System Result 
+ 127 4 

- 9 40 

Table 17 FB-Human4 Precision-Recall Result 

 

Recall(+) = 127 / (127 + 9) = 0,9338  Recall(-) = 40 / (4 + 40) = 0,9090 

Precision(+) = 127 / (127 + 4) = 0,9694 Precision(-) = 9 / (9 + 40) = 0,1836 

 

 

 Human5 Result 

+ - 

System Result 
+ 128 7 

- 11 44 

Table 18 FB-Human5 Precision-Recall Result 

 

Recall(+) = 128 / (128 + 11) = 0,9208 Recall(-) = 44 / (7 + 44) = 0,8627 

Precision(+) = 128 / (128 + 7) = 0,9481 Precision(-) = 11 / (11 + 44) = 0,2000 
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According to each result for Human Judgements for ‘Fenerbahçe’ keyword; 

 

 Human 1 Human 2 Human 3 Human 4 Human 5 

Recall(+) 0,9117 0,8920 0,9259 0,9338 0,9208 

Recall(-) 0,7272 0,8125 0,8235 0,9090 0,8627 

Precision(+) 0,8920 0,9323 0,9328 0,9694 0,9481 

Precision(-) 0,2307 0,2777 0,1923 0,1836 0,2000 

Table 19 FB Human Results for Precision Recall 

 

 

Formula is also applied for ‘Galatasaray’ keyword and results; 

 Human1 Result 

+ - 

System Result 
+ 132 13 

- 12 47 

Table 20 GS-Human1 Precision-Recall Result 

 

Recall(+) = 132 /(132 + 12) = 0,9166  Recall(-) = 47 / (13 + 47) = 0,7833 

Precision(+) = 132 / (132 + 13) = 0,9103 Precision(-) = 12 / (12 + 47) = 0,2033 

 

 

 Human2 Result 

+ - 

System Result 
+ 131 13 

- 17 43 

Table 21 GS-Human2 Precision-Recall Result 

 

Recall(+) = 131 / (131 + 15) = 0,8972 Recall(-) = 43 / (13 + 43) = 0,7166 

Precision(+) = 131 / (131 + 9) = 0,9357 Precision(-) = 17 / (17 + 43) = 0,2833 
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 Human3 Result 

+ - 

System Result 
+ 140 12 

- 10 42 

Table 22 GS-Human3 Precision-Recall Result 

 

Recall(+) = 140 / (140 + 10) = 0,9333 Recall(-) = 42 / (12 + 42) = 0,7777 

Precision(+) = 140 / (140 + 12) = 0,9210 Precision(-) = 10/ (10 + 42) = 0,1923 

 

 

 

 Human4 Result 

+ - 

System Result 
+ 137 8 

- 19 40 

Table 23 GS-Human4 Precision-Recall Result 

 

Recall(+) = 137 / (137 + 19) = 0,8782 Recall(-) = 40 / (8 + 40) = 0,8333 

Precision(+) = 137 / (137 + 8) = 0,9448 Precision(-) = 19 / (19 + 40) = 0,3220 

 

 

 

 Human5 Result 

+ - 

System Result 
+ 141 9 

- 9 45 

Table 24 GS-Human5 Precision-Recall Result 

 

Recall(+) = 141 / (141 + 9) = 0,9400  Recall(-) = 45 / (9 + 45) = 0,8333 

Precision(+) = 141 / (141 + 9) = 0,9400 Precision(-) = 9 / (9 + 45) = 0,1764 
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According to each result for Human Judgements for ‘Galatasaray’ keyword; 

 

 Human 1 Human 2 Human 3 Human 4 Human 5 

Recall(+) 0,9166 0,8972 0,9333 0,8782 0,9400 

Recall(-) 0,7833 0,7166 0,7777 0,8333 0,8333 

Precision(+) 0,9103 0,9357 0,9210 0,9448 0,9400 

Precision(-) 0,2033 0,2833 0,1923 0,3220 0,1764 

Table 25 GS Human Results for Precision Recall 

 

According to Table 19 FB Human Results and Table 25 GS Human Results for 

Precision Recall results shows the harmony between the human judgements. It is a 

moderate level relations between the human results. Most parts are approximately 

same range for the correct and incorrect decision.  
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4.2 Gender Prediction Results 

According to collected data from Twitter about the “Galatasaray” and Fenerbahçe 

keywords table below shows the gender prediction system results and human 

judgement results. 

 

System Gender Person1 Person2 Person3 Person4 Person5 

0 0 0 0 0 0 

1 1 1 1 1 1 

2 2 2 2 2 2 

1 1 1 1 1 1 

1 1 1 1 1 1 

1 1 1 1 1 1 

2 2 2 2 2 2 

1 1 1 1 1 1 

1 1 1 1 1 1 

0 1 1 1 1 1 

2 2 2 2 2 2 

1 1 1 1 1 1 

0 1 1 1 1 1 

1 0 0 0 0 0 

1 1 1 1 1 1 

1 1 1 1 1 1 

2 2 2 2 2 2 

Table 26 FB Gender Results 

 

Table 20 FB Gender Result shows the gender prediction of the “Fenerbahçe” keyword 

results. According to this table first Column name as System_Gender shows the system 

gender score of each tweet. Meaning of these result is score which is “0” has no gender 

prediction result for the “fenerbahçe” keyword. Score which is “1” has meaning of 

gender of person who send tweet is women. . If score is “2”, it means system detect 

the gender of tweet as men. These numbers are choosen because, while human do 
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judgement on the Interpretation Screen, they select the string “Men”, “Women” or 

“Not Detected”. It has special meaning for our application for coding. If human select 

Women, application fill gender parts on the database as 1. If human select “Men”, 

application fill comments parts on the database as 2 and 0 for “Not Detected”. 

 

System Gender Person1 Person2 Person3 Person4 Person5 

2 2 2 2 2 2 

1 1 1 1 1 1 

0 0 0 0 0 0 

0 0 0 0 0 0 

1 1 1 1 1 1 

0 0 0 0 0 0 

0 1 1 1 1 1 

2 2 2 2 2 2 

1 1 1 1 1 1 

0 2 2 2 2 2 

0 2 2 2 2 2 

1 1 1 1 1 1 

0 1 1 1 1 1 

1 1 1 1 1 1 

0 2 2 2 2 2 

2 2 2 2 2 2 

0 1 1 1 1 1 

1 1 1 1 1 1 

1 1 1 1 1 1 

1 1 1 1 1 1 

1 1 1 1 1 1 

Table 27 GS Gender Results 
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In that part, again Pearson Correlation method are used for understanding the 

correlation between human and system result. 

 

FB – Gender result Pearson Correlation Between System  

and Human Results 

Human 1 0.678775306 
Human 2 0.675274129 
Human 3 0.707208783 
Human 4 0.662574044 
Human 5 0.713123983 

Table 28 Pearson Correlation Result for FB Gender Result 

 

 

GS – Gender result Pearson Correlation Between System  

and Human Results 

Human 1 0.606717 
Human 2 0.58301 
Human 3 0.606717 
Human 4 0.588235 
Human 5 0.606491 

Table 29 Pearson Correlation Result for GS Sentiment Result 

 

In the context of this definition, five human judgement results are compared with the 

system results and get some score. These score has own meaning which shown on the 

figure below. 

 

+1 Perfect positive peak for linear relationship 

+ 0.50 Moderate positive linear relationship 

+ 0.30 Weak positive linear relationship 

0 No linear relationship 

– 0.30 Weak negative linear relationship 

– 0.50 Moderate negative linear relationship 

–1 perfect negative peak for linear relationship 

Table 30 Pearson Correlation Values Range 
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The results will be between -1 and 1. It is difficult to see but rarely see 0, -1 or 1. Get 

a number somewhere in between those values. The closer the value of r gets to zero, 

the greater the variation the data points are around the line of best fit. 

 

High correlation:  0.5 to 1.0 or -0.5 to 1.0 

Medium correlation:   0.3 to 0.5 or -0.3 to 0.5 

 

According to results gender prediction for the “galatasaray” and “fenerbahçe” 

keywords correlations between system and human judgements are strong relation. It 

shows people decision are moderate level and robust. 

 

Average Pearson Correlation Between System and 

Human Average Results 

FB – Sentiment results 0.625125 
FB – Gender result 0.712397 

GS – Sentiment results 0.58892 
GS – Gender result 0.605876 

Table 31 Pearson Correlation Results Between System and Result 

 

A Pearson correlation values between the average of the human judges and the system 

results are obtained in table above. The results show the system result and the human 

results are strongly correlate with each other’s for both sentimental analyses and the 

Gender prediction results for both fenerbahçe and galatasaray keywords. 

 

Moreover, human judgement which is applied by 5 person, do sentiment and gender 

prediction interpretations according to their thoughts independently. At this point, 

there is implementation GUI for interpretation that shown in Figure below. 
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Figure 8 Manuel Comments Screen in Application 

 

According to Figure, human who made a judgement about the tweet can easily apply 

their comments. At the sentiment analysis part, reading tweet and make comments 

when choose from multiple selection as “Olumlu”, “Olumsuz” and “Nötr”.  At the 

gender prediction part. There is also helpful informations which are name, author name 

and profile picture of user. When human make judgement about gender prediction they 

see the profile picture. It is a strong evidence to understand the gender. Besides, author 

name and username of user also helpful for understanding the gender. Both of them 

shows strong relation. According to these evidences, human evaluate the tweet and 

make choice as “Erkek”, “Bayan” and “Tespit Edilemedi”. 

 

It is exact that, fake accounts has bad affect on the evaluation of the gender prediction 

and sentiment analysis. For example, person who has fake account to not to show his 

or her real life and share different thoughts. Moreover, at the gender prediction part, 

some users name are unisex. That’s why we can not understand easily the person 

women or men. At that time, just looking the profile picture, sometimes it has real 

picture or some Twitter default picture “egg” or some other nature or landscape picture 

etc…  
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4.3 Fleiss’ Kappa Results 

 

At the last part of the thesis which is results and discussions, Fleiss’ Kappa are applied 

to show the comparative reliability of the agreement between the interpreters. This 

method calculates the degree of agreement in classification over that which will be 

expected by oppurtinity. Below table shows the results about the ‘Fenerbahçe’ and 

‘Galatasaray’ keywords related with the each sentiment analysis and gender prediction 

results. 

 

 GS-Sentiment FB-Sentiment GS-Gender FB-Gender 

Kappa Results 0,95589 0,825335 0,981529 0,940812 

Table 32 Fleiss’ Kappa Results for Gender Prediction & Sentiment Analysis 

 

According to result value table below Table 33 shows the value range of the 

Interpretation results. Kappa Results of the Sentiment Analysis and Gender Prediction 

values for the ‘Fenerbahçe’ and ‘Galatasaray’ keywords, human comments are almost 

perfect agreement with the system results. 

 

Result Value Interpretation 

< 0 Poor Agreement 

0.01 – 0.20 Slight Agreement 

0.21 – 0.40 Fair Agreement 

0.41 – 0.60 Moderate Agreement 

0.61 – 0.80 Substantial Agreement 

0.81 – 1.00 Almost Perfect Agreement 

Table 33 Fleiss’ Kappa Interpretation Results Value 
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CHAPTER 5 

 

CONCLUSION AND FUTURE WORK 

 

5.1 Conclusion  

Completing successfully the “Sentiment Analysis” and “Gender Prediction” on 

Twitter has been aimed within context of this thesis, of which detailed explanation has 

been made above. For this reason, Tweets about Galatasaray – Fenerbahçe derby 

performed on 08.08.2014 has been studied as an example, and tweets have been 

collected with application developed by using keywords of “Galatasaray” and 

“Fenerbahçe” within this context. Approximately 1.500.00 Tweets has been reached, 

and 205 tweets related to keyword “Galatasaray” and 205 tweets related to keyword 

“Fenerbahçe” have been randomly selected from these tweets. 

 

Then, tweets have been interpreted by using prepared single, double and triple word 

match methods. Also, Username and Author name of users sending tweet has been 

inquired and interpreted with developed application in Person Name Database. As a 

result of these studies; 

 

Total 205 tweets have been examined related to keyword Galatasaray and 83 have 

been marked as positive, 102 as negative and 20 as Neutral with developed application. 

 

Total 204 tweets have been examined related to keyword Fenerbahçe and 139 of them 

have been marked as positive, 58 as negative and 7 as Neutral with developed 

application. For proving correctness and success ratio of this developed application, 

same data have been interpreted to 5 separate persons and obtained results have been 

compared. As a consequence, system has moderate level ability to examine twitter 

sentiment analysis and gender prediction. 
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5.2 Future Work 

In the basis of the thesis, Twitter sentiment analysis and gender prediction are done by 

developed system. According to result of the system, future work should be include to 

extend word dictionary to catch all word as meaningful like positive or negative. For 

the gender prediction part, understanding the gender of the user from his or her tweet 

is the improvable acitivity to understand which words are most masculine or feminine. 
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