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Abstract: Over the past years, image manipulation tools have become widely
accessible and easier to use, whichmade the issue of image tampering far more
severe. As a direct result to the development of sophisticated image-editing
applications, it has become near impossible to recognize tampered images
with naked eyes. Thus, to overcome this issue, computer techniques and algo-
rithms have been developed to help with the identification of tampered images.
Research on detection of tampered images still carries great challenges. In the
present study, we particularly focus on image splicing forgery, a type of manip-
ulation where a region of an image is transposed onto another image. The
proposed study consists of four features extraction stages used to extract the
important features from suspicious images, namely, Fractal Entropy (FrEp),
local binary patterns (LBP), Skewness, and Kurtosis. The main advantage of
FrEp is the ability to extract the texture information contained in the input
image. Finally, the “support vector machine” (SVM) classification is used to
classify images into either spliced or authentic. Comparative analysis shows
that the proposed algorithm performs better than recent state-of-the-art of
splicing detection methods. Overall, the proposed algorithm achieves an ideal
balance between performance, accuracy, and efficacy, which makes it suitable
for real-world applications.
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1 Introduction

The advancements in digital image-editing software over the past decade have made image
manipulation accessible to the masses. Consumers nowadays have unrestricted access to hundreds
of advanced image editors, which also happen to be available for mobile devices, such that it has
never been more convenient to morph and tamper images. The saturated market of application has
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forced developers to come up with novel ways to edit images, making the process of image forgery
not only effortless and straightforward, but also accurate and imperceptible. As a result, human
eyes can no longer differentiate forged from original images; and, although the consequences of
image tampering are beyond the scope of this discussion, it is undeniable that this may exacerbate
the spread of misinformation and fake news [1]. The act of image forgery can fall under either
image manipulation such as the case of “copy-move”, or “splicing” [2,3]. In the former type (i.e.,
copy-move), a portion of an image is transposed into a different location within the same image
in a way that cannot be (easily) recognized by the naked eye [4]. In contrast to copy-move forgery,
image splicing represents the act of copying contents from an image into a different image [5] as
shown in Fig. 1.

Figure 1: Example of image splicing

Since image forgery can be considered as a binary condition (i.e., either authentic (origi-
nal) or tampered (forged)), it can be automatically classified using the classification techniques
of machine learning. In image forensics, the image is processed through two main detection
methods: active and passive (also known as blind) [1]. The active detection entails the use of
additional information which is inserted into the image prior to distribution, such as in the case
of digital watermarking [2]. In contrast, the passive detection employs statistical approaches to
detect alterations in the features of an image [3]. Corresponding to the increase in image forgery,
forgery detection methods have thrived over the years, with more sophisticated algorithms being
proposed every year. The various works reported in the literature incorporate advanced detec-
tion methodologies and show superb performance under different conditions. There are still few
limitations in the works reported in the literature, such as: the lacking of statistical information
required for feature extraction, mainly on the forged image regions. Furthermore, the deficiency of
statistical characteristics over flat forged image regions, which affects the detection performance.
In the present study, we only focused on recent works that are associated with image splicing
detection, whose algorithms involve the use of Texture Features from images. These criteria were
implemented to facilitate relative comparison between our and past works.
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2 Related Work

Over the years, many passive algorithms have been proposed for image splicing detection.
These algorithms employ different techniques for features extraction, including the “Local Binary
Pattern” (LBP), Markov, Transform model (wavelet transform, Discrete Cosine Transform (DCT)
and deep learning. In the first type, the LBP algorithm is applied as a feature extraction from
the spliced images, by Zhang et al. [4]. This image splicing detection was based on the “Discrete
Cosine Transform” (DCT) and LBP. The DCT is applied to each block of the input image, and
then features were extracted by the LBP approach. The final feature vector classified by using
the SVM classifier. Alahmadi et al. [5] proposed an algorithm for passive splicing detection which
is based on DCT and “local binary pattern” (LBP). This algorithm relies on initial conversion
of the input image from RGB into YCbCr, then the LBP output is generated by dividing the
converted image’s chrominance channel into overlapping blocks. The LBP output is converted
into the DCT frequency domain to enable the use of the DCT coefficients as a feature vector.
The feature vectors are then used with the SVM classifier, which is responsible for deciding
whether an image is forged or authentic. This method reportedly achieved accuracies of 97%,
97.5% and 96.6% when tested with the three dataset “CASIA v1.0 & v2.0” and “COLUMBIA”
respectively. In the same approach, In Han et al. [6], proposed a feature extraction based on
“Markov features” to detect the spliced images based on the maximum value of pixels in the
DCT domain. The high numbers of extracted features were reduced by using the even-odd
“Markov algorithm”. However, the limitation of Markov models is the high complexity and time
consumption. Accordingly, Jaiprakash et al. [7] proposed a “passive” forgery detection technique
where image features are extracted from the “discrete cosine transforms” (DCT) and “discrete
wavelet transform” (DWT) domains. Their approach employed the ensemble classifier for both
training and testing to discriminate between forged and authentic images. The algorithm operates
under the Cb + Cr of the YCbCr color space, and the authors showed that the features obtained
from these channels demonstrated better performance compared to features extracted by using
individual Cb and Cr channels. The algorithm has reportedly achieved classification accuracies of
91% and 96% for “CASIA v1.0” and “CASIA v2.0” datasets, respectively. Subramaniam et al. [8]
utilized a set of “conformable focus measures” (CFMs) and “focus measure operators” (FMOs)
to acquire “redundant discrete wavelet transform” (RDWT) coefficients that were subsequently
used to improve the detection of the proposed splicing detection algorithm. Since image splicing
causes disfigurement in the contents and features of an image, blurring is usually employed to
flush the boundaries of the spliced region inside the image. Even though this may reduce the
artifacts generated by splicing, the blurring information can be exploited to detect forgeries. Both
CFM and FMO were utilized to measure the amount of blurring that exists in the boundaries of
the spliced region in the aforementioned algorithm. The 24-D feature vector algorithm was tested
with two public datasets “IFS-TC” and “CASIA TIDE V2” and has reportedly achieved accuracy
rates of 98.30% for the Cb channel from the former dataset and 98.60% for the Cb channel from
the latter dataset. With such accurate classification performance, this method outperforms other
image splicing detection methods. Moreover, the third type of feature extraction for detection
the spliced images is suggested by El-Latif et al. [3]. This approach presented a deep learning
algorithm and wavelet transform for detecting the spliced image. The final features are classified
by SVM classifier. Two publicly image splicing datasets (CASIA v1.0 and CASIA v2.0) were used
to evaluated the method. The large number of features with high complexity of calculations are
the main limitations.
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Wang et al. [9] proposed an approach that employs the “convolutional neural networks”
(CNN) with a novel strategy to dynamically adjust the weights of features. They utilized three
feature types, namely YCbCr, edge and “photo response non-uniformity” (PRNU) features, to
discriminate original from spliced images. Those features were combined in accordance to a
predefined weight combination strategy, where the weights are dynamically adjusted throughout
the training process of the CNN until an ideal ratio is acquired. The authors claimed that their
method outperforms similar methods that also utilize CNN, in addition to the fact that their CNN
has significantly less depth than the compared methods, which overall counts as an advantage.

Zhang et al. [10] employed deep learning in their splicing forgery detection. In their proposed
work, a stacked model of autoencoder is used in the first stage of the algorithm to extract
features. The detection accuracy of the algorithm was further enhanced by integrating the contex-
tual information obtained from each patch. They reported a maximum accuracy rate of 87.51%
with “CASIA 1.0” and “CASIA 2.0” datasets. As seen from the above-mentioned works, some
algorithms employ texture and color features, whereas others use frequency-based features. In
order to make full use of the color information of the input images, a texture feature-based
algorithm in which four features (i.e., FrEp, LBP, skewness and kurtosis) are extracted from a
YCbCr-converted image.

3 Proposed Enhancement Method

In the present study, we propose a texture feature-based algorithm in which four features
(i.e., FrEp, LBP, skewness and kurtosis) are extracted from a YCbCr-converted image. These
features are then combined together to obtain a feature vector. The resulting 4D feature vector is
subsequently used for the SVM classifier to determine whether an image is spliced or authentic.
The algorithm comprises three main steps: first, in the pre-processing step, the RGB image
is transformed into the YCbCr format; second, in the feature extraction step, image features
(i.e., FrEp, LBP, skewness and kurtosis) are acquired from the YCbCr-converted image and are
combined together to obtain a feature vector; lastly, in the classification step, SVM is used with the
obtained feature vector to discriminate spliced from authentic images. The classification accuracy
of the proposed method is further enhanced by employing a combination of texture features and
reducing the total feature dimension. A diagrammatic representation of the proposed algorithm is
shown in Fig. 2.

Figure 2: A diagram depicting the proposed method
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3.1 Preprocessing
In this step, the input image is converted from its original RGB color space into the YCbCr

color space where Y symbolizes the luminance, and Cb and Cr characterize the chrominance color.
Compared to the latter two channels, the Y channel holds the most information; thus, any changes
to this channel will lead to prominent changes to the image, which can be recognized by the
naked eye. In contrast, the information held by the Cb and Cr channels does not visibly affect
the image, and therefore, any changes to these channels are more difficult to spot. In light of the
above, the proposed method utilizes the chrominance channel for features extraction.

3.2 Feature Extraction
Since the process of image splicing involves transformations to the image which include:

translation, rotation and scaling, the proposed method extracts the following features from the
Cb and Cr channels: FrEp, LBP, skewness, and kurtosis. These features have been chosen in the
present study because they are amongst the most used features reported in the literature, and they
give good representation of the texture of an image. LBP is an effective image descriptor to define
the patterns of the local texture in images by capturing the local spatial patterns and the gray
scale contrast in an image. It is extensively applied in the different image processing applications
[11–13]. The most important component of image splicing detection is to have sensitive features
to any alterations due to tampering. The of textural features distributions offering a statistical
basis for separation between authentic and spliced images. Moreover, three statistical features such
as FrEp, skewness and kurtosis are used extracted image features from each Cb, and Cr image
in order to identify the differences between the spliced or authentic images [14]. The state of the
image texture is of great importance in splicing detection since all alterations done to the image
are reflected by altered image texture [15,16].

3.2.1 Fractal Entropy (FrEp)
Entropy is a statistical measure of randomness, which can be used to gauge the texture of an

image. It calculates the brightness entropy of each pixel of the image, and therefore, it is defined
as [17]

E =−
n∑

m=1

Gm ∗ log2 (Gm)

where G(G1, G2, . . ., Gn) represents normalized histogram counts returned from the histogram
of the input image. The entropy as a texture descriptor mostly provides randomness of image
pixel with its local neighborhood. Ubriaco [18] formalized the definition of Shannon fractional
entropy as follows:

Sα
Ubriaco=

∑
n

[− ln(pn)]
α pn (1)

where p is the pixel probability of the image, and α is the fractional power of entropy (the order
of entropy). Valério et al. [19] generalized (1) as follows:

Sα
Valerio=

∑
n

(
[− ln (pn)]

α

Γ (α+ 1)pα
n

)
pn (2)
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The local fractional calculus is also used to define a modified fractal entropy [20] as follows

Sα
fractal =

∑
n

(
[− ln (pn)]

αn

Γ (αn+ 1)pα
n

)
pn (3)

In this study, we introduce more modification on fractional entropy using Re’nyi entropy.
Since Re’nyi entropy satisfies the following relation [21,22]

SRα = ln[1+ (1−α)Sα
Ubriaco]

1−α
, (4)

By substituting the fractal Re’nyi entropy of (3) into (4), we get the proposed FrEp as
follows [17]:

FrEp= ln[1+ (1−α)Sα
fractal]

1−α
(5)

The logic behind using Fractal Entropy as a texture feature extraction is that the entropy
and the fractal dimension are both considered as spatial complexity measures. For this reason,
the fractal entropy has the ability to extract the texture information contained in the input image
efficiently. The proposed fractal entropy model estimates the probability of pixels that represent
image textures based on the entropy of the neighboring pixels, which results in local fractal
entropy. The main advantage of FrEp lies in their ability to accurately describe the information
contained in the image features, which makes them an efficient feature extraction algorithm. In
the proposed FrEp feature extraction model, the key parameter is α, where the performance of
the FrEp basis function of the α power is utilized to enhance the intensity value of the pixels
of the image, which might influence the accuracy of the detection process of image splicing. The
optimal value of α has be chosen experimentally equal to 0.5.

3.2.2 LBP Based Features
LBP, like proposed FrEp, describes the texture state of an image. In LBP, pixel values are

transformed into a binary number using thresholding. This is done by considering the binary value
in a clockwise fashion, beginning with the top-left neighbor. LBP can be defined as follows:

LBPpq(xm,ym)=
P−1∑
m=0

F (Jm− Jct)2m (6)

where Jm represents the m neighborhood pixel intensity value, and Jct is the central pixel value,
p is the sampling points, and q is the circle radius. The thresholding function F(m) is given by:

F (m)=
{
1 if m≥ 0
0 if m< 0

The image texture extracted by the LBP is characterized by the distribution of pixel values
in a neighborhood, where each pixel is modified according to thresholding function F(m).
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3.2.3 Skewness
Skewness is a statistical quantity of asymmetry distribution of a variable, and can be defined

as:

Skewness= 1
σ 3

[
1
n

n∑
i=1

(
xi−μ3

)]
(7)

where σ represents the standard deviation, μ denotes the mean of an image, and n is the number
of pixels.

3.2.4 Kurtosis
Kurtosis is a measure used to describe the form (peakedness or flatness) of a probability

distribution. The formula for kurtosis is as follows:

Kurtosis= 1
σ 4

[
1
n

n∑
i=1

(
xi−μ4

)]
(8)

These features have been chosen due to its ability to show the significant detail of the image.
These four features highlighted the texture detail of the internal statistics of forged parts. The
proposed method is summarizing as follows:

(1) Convert the image color space into YCbCr color space.
(2) Extract the Cb and the Cr images.
(3) Split the input image into non-overlapping image blocks of size of 3 × 3 pixels.
(4) Extract the four proposed texture features (FrEp, LBP based features, Skewness, and

Kurtosis) each block from Cb and Cr images.
(5) Save the extracted features vector as the final texture features for all Cb, and Cr image.
(6) Apply the SVM to classify the input image into “authentic” or “spliced forged image”.

In this study, the proposed algorithm consists the following flow chart stages as shown in
Fig. 3.

4 Experimental Results

The performance of the proposed method was assessed using the accuracy metric along with
several experiments. The methods and tests were designed and conducted using Matlab R2020b.

4.1 Datasets
The two datasets, which have been used for evaluation and comparative analysis pur-

poses, [23,24] are described in Tab. 1. The “CASIA v1.0” dataset [23] consists of 1721 images
classified under 8 different categories, with 921 of which being spliced. The spliced images were
originally generated by splicing regions from one image into another using “Adobe Photoshop”
software. Similarly, the second dataset “CASIA v2.0” [24] consists of 12,614 images classified
under 9 categories, and it includes 5123 spliced images. These two datasets were chosen for the
present study because their images have undergone several transformation operations and some
post-processing, making the datasets thorough and comprehensive. Moreover, the two datasets
have been extensively used in the literature, and thus, they could be considered as a benchmark
in the field of image splicing detection.

Examples of CASIA v1, and CASIA v2 image dataset are shown in Figs. 4 and 5 respectively.
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YCbCr

Color Space
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1- Fractal Entropy 
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2- LBP Based Features
3- Skewness
4- Kurtosis

Feature VectorsSVM Classifier

Authentic  or Spliced 
forged image 

Figure 3: The proposed algorithm

Table 1: The parameters of the datasets used in the study

Dataset Categories Total images Spliced images (%) Authentic images (%)

CASIA v1.0 [23] 8 1721 921 (54%) 800 (46%)
CASIA v2.0 [24] 9 12,614 5123 (41%) 7491 (59%)

4.2 Evaluation Metrics
Accuracy was used as the primary performance metric. Here, it represents the ratio of the

number of correctly classified images to that of the total number of all images, and it is calculated
as follows:

Accuracy= TP−TN
TP+TN +FN +FP

(9)

where TP (“True Positive”) and TN (“True Negative”) denote the number of spliced and original
images that are correctly classified as such, respectively; whereas FN (“False Negative”) and FP
(“False Positive”) represent the number of spliced and original images that are incorrectly classified
as such, respectively.

4.3 Detection Results
For the detection of color image splicing, we selected the two datasets CASIA v1.0 and

CASIA v2.0. Both datasets contain images whose spliced regions have been scaled and/or rotated.
The CASIA v1.0 dataset contains 800 authentic and 921 spliced color images, while CASIA v2.0
dataset consists of 7491 authentic and 5123 forged color images. The results of the proposed
method achieve 96% of detection accuracy on four feature dimensions on all images of CASIA
v1.0. The accuracy increased to 98% of detection accuracy for four feature dimensions on all
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images of CASIA v2.0 as well. The detection accuracy was measured using only Cb-Cr color
spaces for both datasets. The proposed image splicing detection model shows better accuracy on
CASIA v2.0 than on CASIA v1.0 when the features of Cb and Cr color spaces are combined.
The extraction time was about 2 s, which shows that the proposed model is efficient.

Figure 4: Samples of CASIA v1 dataset. First row (authentic images). Second row (splicing
images)

Figure 5: Samples of CASIA v2 image dataset. Authentic images in first row, and image splicing
in the second row

4.4 Comparison with Other Methods
In order to demonstrate the robustness of the proposed algorithm, its performance has been

compared with the performance of similar state-of-the-art splicing detection methods. Tab. 2
shows the results of an experiment conducted using the “CASIA v1.0” dataset on a given number
of methods [3,10,25]. The results shown in the table confirm that the accuracy of the proposed
method is higher than the referenced methods.
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Table 2: The results of the comparative analysis between the proposed method and a number of
other relevant methods using the CASIA v1.0 dataset

Method Detection technique Features dimension Accuracy (%)

Zhang et al. [10] Deep learning
approach

– 87.51

Agarwal et al. [25] Sing multi scale
entropy filter and
local phase
quantization

1024–2048 95.41

El-Latif et al. [3] Deep learning with
Haar wavelet
transform

– 94.55

Proposed method (Cb-Cr) Texture features with
fractal entropy

4 96

Table 3: The results of the comparative analysis between the proposed method and a number of
other relevant methods using the CASIA v2.0 dataset

Method Detection technique Features dimension Extraction time (s) Accuracy (%)

He et al. [26] Markov features in
DCT and DWT
domain

100 2.21 89.76

Li et al. [27] Markov in quaternion
DCT domain

972 4.61 92.38

El-Latif et al. [3] Deep learning with
Haar wavelet
transform

– – 96

Pham et al. [28] Markov features 566 2.69 95.92
Proposed method
(Cb-Cr)

Texture features with
fractal entropy

4 2.04 98

Similarly, Tab. 3 shows the results of the comparison between the proposed method and
some other splicing detection methods [3,26–28] using the “CASIA v2.0” dataset. The proposed
approach achieves better than mentioned state-of-the-art methods in terms of the extraction time
and the detection accuracy. We compare the processing time per image for feature extraction time
with previous works. The dimension of feature vector in He et al. [26] are high enough, therefore,
they used feature dimension reduction to reduce the features dimension up to 100. While, Pham
et al. [28], which applied Markov features for image splicing detection algorithm, they achieved
95.92% accuracy with 2.692 s of extraction time. It is evident that the proposed method performs
better than some of the state-of-the-art methods, as judged by the obtained accuracy rates for
the “CASIA v1.0” and “CASIA v2.0” datasets, which are 96% and 98%, respectively which is
higher than that of those methods with shorter feature extraction time. As mentioned previously,
these datasets offer a comprehensive range of images that are of various natures to test splicing
detection methods with, and as such, they can be considered as a reliable benchmark to facilitate
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relative comparisons between different methods. All in all, the use of 4D feature vector along with
the SVM has proved to be an effective approach to creating a highly-accurate yet simple splicing
detection algorithm. The overall balance between efficiency and accuracy makes the proposed
algorithm suitable for day-to-day uses.

5 Conclusion

In this work, we proposed an automatic tool to discriminate between spliced and authentic
images using the SVM classifier. We have extracted the texture features using four features extrac-
tion stages namely, Fractal Entropy (FrEp), local binary patterns (LBP), Skewness, and Kurtosis
to get cues of any type of manipulation on images in order to enhance the classification perfor-
mance of the SVM classifier. Experimental validation on “CASIA v1.0 & v2.0” image datasets
shows that the proposed approach gives good detection accuracy to identify the tampered images
with reasonable feature extraction time. Proposed model gives higher detection accuracy than
that of those methods with shorter feature extraction time. The proposed work has demonstrated
striking accuracy rates of 96% and 98% when tested with the very versatile and comprehensive
“CASIA v1.0 & v2.0” datasets respectively. These rates are superior to some of the recent state-
of-the-art splicing detection methods. The experimental findings showed that the proposed image
splicing detection method helps for the detection splicing attack in images using image texture
features with proposed fractal entropy. In future splicing detection works, one could consider
locating the spliced objects within a forged image.
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