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Abstract

In this paper, we investigate a nonlinear coupled system of fractional pantograph differential
equations (FPDEs). The respective results address some adequate results for existence and
uniqueness of solution to the problem under consideration. In light of fixed point theorems like
Banach and Krasnoselskii’s, we establish the required results. Considering the tools of nonlinear
analysis, we develop some results regarding Ulam–Hyers (UH) stability. We give three pertinent
examples to demonstrate our main work.

Keywords: FPDEs; Qualitative Study; Banach and Krasnoselskii’s Fixed Point Theorems; UH
Stability Theory; Coupled System.

1. INTRODUCTION

The fractional calculus is a type of generalization
of the classical calculus. With the development
and advancement in nano-technology, this branch
of mathematics has attracted the researchers. The
fractional calculus is widely used in the process of
modeling problems related to engineering and scien-
tific fields, like chemistry, biology, image processing,
physics, control theory, economics and signal pro-
cessing (see Refs. 1–12). Keeping in mind the above
importance, researchers have considered fractional
order differential equations (FODEs) from vari-
ous facets, including optimization, stability theory,
qualitative theory and numerical simulations. For
these studies, they have used classical fixed point
theory, tools of nonlinear analysis and optimiza-
tion theory (we refer Refs. 13–18). The mentioned
area has many applications in science, like probabil-
ity theory, physics, control theory, light absorption
model and cell division, we refer few papers such as
Refs. 19 and 20.

Another important class, known as pantograph
differential equations (PDEs), has not been prop-
erly investigated under fractional derivatives. Pan-
tograph is basically a device used for drawing and
scaling. However, these days, this device is used
in electric trains.21,22 PDEs constitute a subclass
of delay-type differential equations which provide
changes in the dependent value at a previous time.23

Stability analysis is another important aspect in
fractional calculus that has received proper atten-
tion in the sense of Ulam–Hyers (UH), see for details
Refs. 24 and 25. Further, UH stability was modified
to more general types by other researchers. Due to
stability theory, very useful results were established
in the fractional calculus (we refer to Ref. 26 and the
references cited there). The UH stability has been
studied for both ordinary differential equations and
FODEs in the last two decades (see Refs. 27–32).

Keeping in mind the aforementioned literature,
we claim that qualitative analysis for coupled sys-
tem of fractional pantograph differential equations
(FPDEs) using fixed point theory with nonlocal
conditions has been investigated rarely as far as our
knowledge is concerned. Therefore, we are going to
carry out a qualitative analysis to the following sys-
tem of FPDEs under nonlocal conditions as

cDa
+0q(t) = f1(t, q(t), q(λt), r(t), s(t)),

cDb
+0r(t) = f2(t, q(t), r(t), r(λt), s(t)),

cDγ
+0s(t) = f3(t, q(t), r(t), s(t), s(λt)),

q(0) = f(q) + q0, r(0) = g(r) + r0,

s(0) = h(s) + s0, q0, r0, s0 ∈ R,

(1)

where t ∈ I1 = [0, v] and a, b, γ ∈ (0, 1], λ ∈ (0, 1) =
I2. Also, the functions f1, f2, f3 : I1 × R4 → R
are nonlinear continuous, f, g, h : X → R are
continuous functions and D is Caputo’s derivative.
Through Banach and Krasnoselskii’s fixed point
theorems, the results that we aim to establish are
investigated. In the end, some examples are given
for the justification of our work. Further, we remark
that the system under consideration (1) includes the
following three species prey–predator delay model
which is a special case under nonlocal conditions

cDa
+0q(t) =Λq(t)

(
1−q(t)

κ

)
− βq(t)r(t)

α+ q(t)

− µq(λt)s(t),

cDb
+0r(t) =

σβr(t)

α+ q(t)
− δr(t)s(t)− ν1s(λt),

cDγ
+0s(t) =− ν2s(t) + δr(λt)s(t) + δσq(t)s(t),

q(0) =q0 + f(q), r(0) = r0 + g(r),

s(0) =s0 + h(s), q0, r0, s0 ∈ R,

(2)
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where q denotes susceptible, r infected and s is pop-
ulation density in the concerned model, while δ is
the disease transmission coefficient, κ the carrying
capacities of prey population, ν2 is the death rate
of infected predator. Also, Λ is the growth rate of
prey population, µ1 is the death rate of susceptible
predator, β is the search rate of the prey toward
susceptible predator, α is saturation constant while
susceptible predators attack the prey, σ is the con-
version rate of susceptible predator due to prey. Fur-
ther, t ∈ I1, ab, γ ∈ (0, 1].

2. BASIC DEFINITIONS AND
NOTIONS

Some useful definitions and results for the related
work which may be found in Refs. 2–6 are presented.

Definition 1. Let γ ∈ R+, then integral of frac-
tional order to a function x : (0,∞) → R is
defined as

Iγ0+x(t) =
1

Γ(γ)

∫ t

0
(t− y)γ−1x(y) dy, γ > 0.

Definition 2. Caputo-type fractional derivative to
a function x : (0,∞)→ R is recalled as

cDγ
+0x(t) =

1

Γ(m− γ)

∫ t

0
(t− y)m−γ−1x(m)(y) dy,

where m = [γ] + 1 and the integral is pointwise
defined on (0,∞).

Lemma 1. The solution of fractional differential
equation (FDE)

cDγ
+0x(t) = 0, γ ∈ (m− 1,m]

is expressed as

x(t) =

m∑
η=1

dηt
η−1, η = 1, 2, . . . ,m, where dη ∈ R.

where m = [γ] + 1.

Lemma 2. For an FDE, the following result holds:

Iγ+0[
cDγ

+0x(t)] = x(t)+

m∑
η=1

dηt
m−1, η = 1, 2, 3, . . . ,m

with dη ∈ R and m = [γ] + 1.

Suppose we denote the Banach space as (X, ‖, ‖)
with norm ‖x‖ = maxt∈I1 |x(t)|. As a result, Y =
X ×X ×X is a Banach space with a norm defined

by ‖(q, r, s)‖ = ‖q‖ + ‖r‖ + ‖s‖ and ‖(q, r, s)‖ =
max{‖q‖, ‖r‖, ‖s‖}. Both norms are equivalent.

Definition 3 (Ref. 33). Let for two operators
S1, S2, S3 3 S1, S2, S3 : Y → X, defined as

q(t) = S1(q, r, s)(t),

r(t) = S2(q, r, s)(t),

s(t) = S3(q, r, s)(t)

(3)

is called UH if for positive numbers `i (i =
1, 2, 3, 4, 5, 6, 7, 8, 9), ∆i (i = 1, 2, 3) and for every
solution (q∗, r∗, s∗) ∈ Y , we have

‖q∗ − S1(q∗, r∗, s∗)‖ ≤ ∆1,

‖r∗ − S2(q∗, r∗, s∗)‖ ≤ ∆2,

‖s∗ − S3(q∗, r∗, s∗)‖ ≤ ∆3

(4)

∃ a solution (q̄, r̄, s̄) ∈ Y of (3), such that
‖q∗ − q̄‖ ≤ `1∆1 + `2∆2 + `3∆3,

‖r∗ − r̄‖ ≤ `4∆1 + `5∆2 + `6∆3,

‖s∗ − s̄‖ ≤ `7∆1 + `8∆2 + `9∆3.

(5)

Definition 4. If for βi (i = 1, 2, 3, . . . , n) are
“eigenvalues” of M of order n× n, with spectral
radius of Υ(M ) may be defined by

Υ(M ) = max{|βi|, for i = 1, 2, . . . , n}.

Moreover, if Υ(M ) < 1 yields that M converges
to 0.

Theorem 1 (Ref. 33). For the two operators S1,
S2, S3 3 S1, S2, S3 : Y → X 3

‖S1(q, r, s)− S1(q∗, r∗, s∗)‖ ≤ `1‖q − q∗‖
+`2‖r − r∗‖+ `3‖s− s∗‖,

‖S2(q, r, s)− S2(q∗, r∗, s∗)‖ ≤ `4‖q − q∗‖
+`5‖r − r∗‖+ `6‖s− s∗‖,

‖S3(q, r, s)− S3(q∗, r∗, s∗)‖ ≤ `7‖q − q∗‖
+`8‖r − r∗‖+ `9‖s− s∗‖,

∀(q, r, s) (q∗, r∗, s∗) ∈ Y

(6)

and if the following matrix:

M =

 `1 `2 `3`4 `5 `6
`7 `8 `9

 (7)

converges to 0, then the fixed points for (3) are UH
stable.

For the remaining work, we have the following
assumptions:
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(M1) For any q, r, s ∈ C(I1,R), ∃ Kf ,Kg,Kh > 0
such that
|f(q) − f(q̄)| ≤ Kf |q − q̄|, |g(r) − g(r̄)| ≤
Kg|r − r̄|, |h(s)− h(s̄)| ≤ Kh|s− s̄|.

(M2) ∀ q, q̄, r, r̄, s, s̄ ∈ C(I1,R), ∀ t ∈ I1, ∃ Lf1 >
0 3
|f1(t, q(t), q(λt), r(t), s(t))−f1(t, q̄(t), q̄(λt),
r̄(t), s̄(t))| ≤ Lf1 [2|q − q̄| +|r − r̄|+ |s− s̄|].

(M3) ∀ q, q̄, r, r̄, s, s̄ ∈ C(I1,R), ∀ t ∈ I1, ∃ Lf2 >
0 3
|f2(t, q(t), r(t), r(λt), s(t)) − f2(t, q̄(t),
r̄(t), r̄(λt), s̄(t))| ≤ Lf2 [|q − q̄| +2|r − r̄| +
|s− s̄|].

(M4) ∀ q, q̄, r, r̄, s, s̄ ∈ C(I1,R), ∀ t ∈ I1, ∃ Lf3 >
0 3
|f3(t, q(t), r(t), s(t), s(λt)) − f3(t, q̄(t),
r̄(t), s̄(t), s̄(λt))| ≤ Lf3 [|q − q̄| +|r − r̄| +
2|s− s̄|].

(M5) For some positive real num-
bers Cf1 , Df1 , Ef1 and Mf1 ,Mf2 ,Mf3 such
that
|f1(t, q(t), q(λt), r(t), s(t))| ≤ 2Cf1 |q| +
Df1 |r| +Ef1 |s|+Mf1 , |f2(t, q(t), r(t), r(λt),
s(t))| ≤ Cf2 |q| + 2Df2 |r| +Ef2 |s| +
Mf2 , |f3(t, q(t), r(t), s(t), s(λt))| ≤ Cf3 |q|
+Df3 |r|+ 2Ef3 |s|+Mf3 .

(M6) For some positive real numbers ϑi (i =
1, 2, 3), δf , δg, δh such that
|f(q)| ≤ ϑ1|q| + δf , |g(r)| ≤ ϑ2|r| + δg,
|h(s)| ≤ ϑ3|s|+ δh.

Lemma 3 (Refs. 34–36). Let E 6= ∅ be closed
convex subset of the Banach space Y and a, there
exist two operators such that z = Gz + Hz 3
(a) Gx+Hy ∈ E, ∀x, y ∈ E, (b) G is continuous
and compact, (c) H is contraction. Subsequently for
z ∈ E, we have Gz + Hz = z, where z = (q, r, s)
belong to Y .

3. EXISTENCE RESULTS OF
THE SOLUTION

In this section, we present results about existence
theory to the considered problem.

Theorem 2. Let q(t) ∈ C[0, v], and z ∈ L[0, v], the
solution for linear problem

cDa
+0q(t) = z(t), t ∈ I1, γ1 ∈ (0, 1],

q(0) = f(q) + q0, (8)

is given by

q(t) = q0 + f(q) +
1

Γ(a)

∫ t

0
(t− y)a−1z(y)dy.

(9)

Proof. Thanks to Lemma 2, the solution of
(8) under the given nonlocal condition is easily
obtained.

Corollary 1. In view of Theorem 2, the solution of
the considered (1) is given by

q(t) = q0 + f(q) +
1

Γ(a)

∫ t

0
(t− y)a−1

f1(y, q(y), q(λy), r(y), s(y))dy,

r(t) = r0 + g(r) +
1

Γ(b)

∫ t

0
(t− y)b−1

f2(y, q(y), r(y), r(λy), s(y))dy,

s(t) = s0 + h(s) +
1

Γ(γ)

∫ t

0
(t− y)γ−1

f3(y, q(y), r(y), s(y), s(λy))dy.

(10)

Theorem 3. Let f1, f2, f3 be continuous, subse-
quently (q, r, s) ∈ Y is a solution of (1), if and only
if (q, r, s) is the solution of the integral equations
given (10).

Proof. If for (1), (q, r, s) is a solution, then (q, r, s)
is the solution of the system (10). On the other
hand, if (q, r, s) is the solution of the system (10),
then taking derivatives of both sides of (10), we can
obtain (1).

We define S1, S2, S3 : Y → Y by

S1(q, r, s) = q0 + f(q) +
1

Γ(a)

∫ t

0
(t− y)a−1

×f1(y, q(y), q(λy), r(y), s(y))dy,

S2(q, r, s) = r0 + g(r) +
1

Γ(b)

∫ t

0
(t− y)b−1

×f2(y, q(y), r(y), r(λy), s(y))dy,

S3(q, r, s) = s0 + h(s) +
1

Γ(γ)

∫ t

0
(t− y)γ−1

×f3(y, q(y), r(y), s(y), s(λy))dy

and S(q, r, s) =

S1(q, r, s)S2(q, r, s)
S3(q, r, s)

. So, the solutions of

(10) are the fixed points of S.

Theorem 4. If d < 1, with the help of assumptions
(M1)–(M4), the system (1) has unique solution.
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Proof. Let q, q̄, r, r̄, s, s̄ ∈ X and every t ∈ I1, let

‖S1(q, r, s)− S1(q̄, r̄, s̄)‖
≤ max

t∈I1
|f(q)− f(q̄)|

+ max
t∈I1

1

Γ(a)

∫ t

0
(t− y)a−1

×|f1(y, q(y), q(λy), r(y), s(y))

−f1(y, q̄(y), q̄(λy), r̄(y), s̄(y))|

≤ Kf‖q − q̄‖+
va

Γ(a+ 1)
[Lf1(2‖q − q̄‖

+‖r − r̄ + ‖s− s̄‖)]

≤
(
Kf +

2Lf1v
a

Γ(a+ 1)

)
||q − q̄||+

Lf1v
a

Γ(a+ 1)

× (||r − r̄||+ ||s− s̄||)

≤
(
Kf+

2Lf1v
a

Γ(a+1)

)
(||q−q̄||+||r − r̄||

+||s− s̄||)

≤ d1(||q − q̄||+ ||r − r̄||+ ||s− s̄||),

where d1 =

(
Kf +

2Lf1v
a

Γ(a+ 1)

)
. (11)

In the same way, we can prove that

‖S2(q, r, s)− S2(q̄, r̄, r̄)‖ ≤ d2(||q − q̄||

+||r − r̄||+ ||s− s̄||),

where d2 =

(
Kg +

2Lf2v
b

Γ(b+ 1)

)
, (12)

‖S3(q, r, s)− S3(q̄, r̄, r̄)‖ ≤ d3(||q − q̄||

+||r − r̄||+ ||s− s̄||),

where d3 =

(
Kh +

2Lf3v
γ

Γ(γ + 1)

)
. (13)

Hence, from (11)–(13), one has

‖S(q, r, s)− S(q̄, r̄, s̄)| ≤ max(d1, d2, d3)(‖q − q̄‖

+‖r − r̄‖+ ‖s− s̄‖)
= d(‖u− q̄‖+ ‖r − r̄‖+ ‖s− s̄‖), (14)

where d = maxt∈I1{d1, d2, d3}. Therefore, S is con-
traction, so it has unique fixed point. Consequently
the corresponding system (1) has unique solution.

Theorem 5. Under the assumptions (M1), (M5),
(M6) and if max{Kf ,Kg,Kh} < 1 holds, then the
system (1) possesses at least one solution.

Proof. Let B be closed subset of Y that is

B = {(q, r, s) ∈ Y : ‖(q, r, s)‖ ≤ R}.

Here, S̃ = G + H, where G = (G1, G2, G3), H =
(H1, H2, H3) and

max

{
va

Γ(a+ 1)
(2RCf1 + RDf1 + REf1 +Mf1)

+|q0|+ Rϑ1 + δf ,

vb

Γ(b+ 1)
(RCf2 + 2RDf2 + REf2 +Mf2)

+|r0|+ Rϑ2 + δg,

vγ

Γ(γ + 1)
(RCf3 + RDf3 + 2REf2 +Mf3)

+|s0|+ Rϑ3 + δh

}
≤ R.

To establish the required results, we define the
operators as

G1(q, r, s) =
1

Γ(a)

∫ t

0
(t− y)a−1

f1(y, q(y), q(λy), r(y), s(y))dy,

G2(q, r, s) =
1

Γ(b)

∫ t

0
(t− y)b−1

f2(y, q(y), r(y), r(λy), s(y))dy,

G3(q, r, s) =
1

Γ(γ)

∫ t

0
(t− y)γ−1

f3(y, q(y), r(y), s(y), s(λy))dy

and

H1q(t) = q0 + f(q), H2r(t) = r0 + g(r),

H3s(t) = s0 + h(s).

So, it is quite visible that S̃1 = G1 + H1, S̃2 =
G2 +H2, S̃3 = G3 +H3. In the next step, we prove
that

S̃(q, r, s) = G(q, r, s) +H(q, r, s) ∈ B,

for all (q, r, s) ∈ B.

2040045-5

Fr
ac

ta
ls

 2
02

0.
28

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 C
A

N
K

A
Y

A
 U

N
IV

E
R

SI
T

Y
 o

n 
12

/0
7/

22
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



December 8, 2020 12:59 0218-348X 2040045

I. Ahamad et al.

For any (q, r, s) ∈ B, we have

|S̃1(q, r, s)|

=

∣∣∣∣∣q0 + f(q) +
1

Γ(a)

×
∫ t

0
(t− y)a−1f1(y, q(y), q(λy), r(y))

∣∣∣∣∣dy
≤ va

Γ(a+ 1)
|f1(y, q(y), q(λy), r(y))|

+|q0|+ |f(q)|

≤ va

Γ(a+ 1)
(2Cf1 |q|+Df1 |r|+ Ef1 |s|+Mf1)

+|q0|+ ϑ1|q|+ δf

≤ va

Γ(a+ 1)
(2RCf1 + RDf1 + REf1 +Mf1)

+|q0|+ Rϑ1 + δf

≤ R.

In the same way, one has

‖S̃2(q, r, s)‖ ≤
vb

Γ(b+ 1)
(RCf2 + 2RDf2

+REf2 +Mf2) + |r0|+ Rϑ2 + δg

≤ R,

‖S̃3(q, r, s)‖ ≤
vγ

Γ(γ + 1)
(RCf3 + RDf3

+2REf2 +Mf3) + |s0|+ Rϑ3 + δh

≤ R.

Thus, ‖S̃(q, r, s)‖ ≤ R which indicates that S̃(B) ⊆
B. In the upcoming portion, our target is to prove
that H is contraction. Through (M1) for any two
solutions (q, r, s) and (q̄, r̄, s̄) ∈ B, we have

‖H1(q)−H1(q̄)‖ ≤ max
t∈I1

[|f(q)− f(q̄)|]

≤ Kf‖q − q̄‖. (15)

Similarly,

‖H2(v)−H2(r̄)‖ ≤ max
t∈I1

[|g(r)− g(r̄)|]

≤ Kg‖r − r̄‖, (16)

‖H3(s)−H3(s̄)‖ ≤ max
t∈I1

[|h(s)− h(s̄)|]

≤ Kh‖s− s̄‖. (17)

From (15)–(17), we have that H is contraction to
show that G is relatively compact. The continuity of
f1, f2, f3 yields the continuity of G. For (q, r, s) ∈ B,

we have

|G1(q, r, s)| ≤
1

Γ(a)

∫ t

0
(t− y)a−1

×|f1(y, q(y), q(λy), r(y), s(y))|dy

≤ va

Γ(a+ 1)
(2Cf1 |q|+Df1 |r|

+Ef1 |s|+Mf1)

≤ va

Γ(a+ 1)
(2RCf1

+RDf1 + REf1 +Mf1). (18)

Similarly,

|G2(q, r, s)| ≤
vb

Γ(b+ 1)
(RCf2 + 2RDf2

+REf2 +Mf2),
(19)

|G3(q, r, s)| ≤
vγ

Γ(γ + 1)
(RCf3 + RDf3

+2REf3 +Mf3).

Therefore, from (18) and (19), one has

R ≥ ‖G(q, r, s)‖. (20)

Thus, (20) deduces uniform boundedness of G on
B. Let (q, r, s) ∈ C, where C is a bounded set of
B. Then for ξ, t belongs to I1 with 1 ≥ ξ ≥ t ≥ 0,
through (M5), we get

|G1(q(t), r(t), s(t))−G1(q(ξ), r(ξ), s(ξ))|

=

∣∣∣∣ 1

Γ(a)

∫ t

0
(t− y)a−1

×f1(y, q(y), q(λy), r(y), s(y))dy

− 1

Γ(a)

∫ ξ

o
(ξ−y)a−1

×f1(y, q(y), q(λy), r(y), s(y))dy

∣∣∣∣
≤

(2RCf1 + RDf1 + REf1 +Mf1)

Γ(a)

×
[
(t− y)a−1dy −

∫ ξ

0
(ξ − y)a−1dy

]
≤

(2RCf1 + RDf1 + REf1 +Mf1)

Γ(a+ 1)
(ta − ξa) . (21)

Obviously, right side in above inequality (21)
tends to zero on t → ξ. Also, G1 is bounded
and continuous. Thus it is uniformly bounded.
Hence ‖G1(q(t), r(t), s(t))−G1(q(ξ), r(ξ), s(ξ))‖ →
0 as t tends to ξ. In a similar way, one can also show
that ‖G2(q(t), r(t), s(t)) − G2(u(ξ), r(ξ), s(ξ))‖ →
0 as t tends to ξ and ‖G3(q(t), r(t), s(t))−G3(q(ξ),
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r(ξ), s(ξ))‖ → 0 as t tends to ξ. Consequently, G is
equicontinuous and so by Arzelá–Ascoli theorem, G
is relatively compact. By Krasnoselskii’s fixed point
theorem (Theorem 3), the system (1), under consid-
eration has at least one solution.

4. RESULTS REGARDING
STABILITY

Here, in this section, we discuss UH stability results
for the concerned problem.

Theorem 6. Let under the assumptions (M1)–
(M4), d < 1 hold and also the matrix M converge
to 0. Then the results of (1) are UH stable.

Proof. To prove the above theorem, let for any two
solutions (q, r, s), (q̄, r̄, s̄), we have

‖S1(q, r, s)− S1(q̄, r̄, s̄)‖

≤ |f(q)− f(q̄)|+ 1

Γ(a)

∫ t

0
(t− y)a−1|

×f1(y, q(y), q(λy), r(y), s(y))

−f1(y, q̄(y), q̄(λy), r̄(y), s̄(y))|

≤ Kf |q − q̄|+
va

Γ(a+ 1)
[Lf1(2|q − q̄|

+|r − r̄ + |s− s̄||)]

≤
(
Kf +

2Lf1v
a

Γ(a+ 1)

)
||q − q̄||

+
Lf1v

a

Γ(a+ 1)
(||r − r̄||+ ||s− s̄||)

≤ `1‖x1 − q̄‖+ `2‖v − v̄‖+ `3||s− s̄||, (22)

where

`1 =

(
Kf +

2Lf1v
a

Γ(a+ 1)

)
, `2 = `3 =

Lf1v
a

Γ(a+ 1)
.

In a similar way, we may have

‖S2(q, r, s)− S2(q̄, r̄, s̄)‖ ≤ `4‖q − q̄‖

+`5‖r − r̄‖+ `6||s− s̄||,

‖S3(q, r, s)− S3(q̄, r̄, s̄)‖ ≤ `7‖q − q̄‖

+`8‖r − r̄‖+ `9||s− s̄||, (23)

where

`4 = `6 =
Lf2v

b

Γ(b+ 1)
, `5 =

(
Kg +

2Lf2v
b

Γ(b+ 1)

)
,

and

`7 = `8 =
Lf3v

γ

Γ(γ + 1)
, `9 =

(
Kh +

2Lf3v
γ

Γ(γ + 1)

)
.

So, from (22) and (23), we get

‖S1(q, r, s)− S1(q̄, r̄, s̄)‖ ≤ `1‖q − q̄‖

+ `2‖r − r̄‖+ `3||s− s̄||,

‖S2(q, r, s)− S2(q̄, r̄, s̄)‖ ≤ `4‖q − q̄‖

+ `5‖r − r̄‖+ `6||s− s̄||,

‖S3(q, r, s)− S3(q̄, r̄, s̄)‖ ≤ `7‖q − q̄‖

+ `8‖r − r̄‖+ `9||s− s̄||.

(24)

Now, it is given that the matrix M from (24) con-
verges to zero given by

M =

 `1 `2 `3`4 `5 `6

`7 `8 `9

 .
Hence, the solution of (1) is UH stable.

5. EXAMPLES

Example 1. Consider the following system of
FPDEs:

cD
1
2
+0q(t) =

|q(t)|+|q( t2)|
(t+9)2(1+|q(t)|)

+
1

65(1+r2(t))

+
sin |s(t)|
et2+4

, t ∈ I1 = [1, 10],

cD
1
3
+0r(t) =

3 + |q(t)|+ |r(t)|+ |r( t2)|+ |s(t)|
2et+4(1 + |q(t)|+ |r(t)|+ |s(t)|)

+
1

2(t3 + 4)
, t ∈ I1,

cD

1

4
+0s(t) =

sin |q(t)|
et+4

+
|r(t)|

(t+ 9)2(1 + |r(t)|)

+
1

65(1 + s2(t))
+

1

65(1 + s2( t2))

+
1

20et
, t ∈ I1,

q(0) =
sin |q|

30
, r(0) =

cos |r|
20

, s(0) =
sin |s|

25
.

(25)
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For t ∈ I1, q, r, s, q̄, r̄, s̄ ∈ R, we get

|f1(t, q(t), q(λt), r(t), s(t))

−f1(t, q̄(t), r̄(λt), r̄(t), s̄(t))|

≤ 0.0183[2|q − q̄|+ |r − r̄|+ |s− s̄|],

|f2(t, q(t), r(t), r(λt), s(t))

−f2(t, q̄(t), r̄(t), r̄(λt), s̄(t))|

≤ 0.0183[|q − q̄|+ 2|r − r̄|+ |s− s̄|],

|f3(t, q(t), r(t), s(t), s(λt))

−f3(t, q̄(t), r̄(t), s̄(t), s̄(λt))|

≤ 0.0183[2|q − q̄|+ |r − r̄|+ |s− s̄|].

Also, one has

|f(q)− f(q̄)| ≤ 1

30
‖q − q̄‖, |g(r)− g(r̄)|

≤ 1

20
‖r − r̄‖, |h(s)− h(s̄)|

≤ 1

25
‖s− s̄‖,

after calculation we have Kf = 1
30 ,Kg = 1

20 ,Kh =
1
25 , Lf1 = Lf2 = Lf3 = 0.0183,

d1 =

(
Kf +

2Lf1v
a

Γ(a+ 1)

)
= 0.1683 < 1, d2 = 0.1382 < 1, and d3 = 0.1117.

Therefore, by Theorem 4, system (25) has unique
solution and

M =


0.1683 0.0652 0.0652

0.0441 0.1382 0.0441

0.0358 0.0358 0.1117

 . (26)

The eigenvalues are β1 = 0.2395, β2 = 0.0978 and
β3 = 0.0808, and Υ(M ) = max{|βi|, i = 1, 2, 3} <
1, which implies that M converges to zero. Hence,
according to Theorem 6, the solution of system (25)
is UH stable.

Example 2. Consider the following system of
FPDEs:

cD
1
2
+0q(t) =

t3+ sin |q(t)|+ cos |r(t)|+|s(t)|
90

+
sin |q( t3)|

100
, t ∈ I1,

cD
1
3
+0r(t) =

cos |q(t) + r(t) + s(t)|
50

+
|r( t3)|

(t3 + 5)4
, t ∈ I1,

cD
1
4
+0s(t) =

sin |q(t)|+ |r(t)|+ |s(t)|
et(t3 + 40)

+
|s( t3)|
30et

, t ∈ I1,

q(0) =
sin |q|
20eπ

, r(0) =
|r|
e7π

, s(0) =
cos |s|

30
.

(27)

For t ∈ I1, q, r, s, q̄, r̄, s̄ ∈ R, we get

|f1(t, q(t), q(λt), r(t), s(t))

−f1(t, q̄(t), r̄(λt), r̄(t), s̄(t))|

≤ 0.0111[2|q − q̄|+ |r − r̄|+ |s− s̄|],

|f2(t, q(t), r(t), r(λt), s(t))

−f2(t, q̄(t), r̄(t), r̄(λt), s̄(t))|

≤ 0.020[|q − q̄|+ 2|r − r̄|+ |s− s̄|],

|f3(t, q(t), r(t), s(t), s(λt))

−f3(t, q̄(t), r̄(t), s̄(t), s̄(λt))|

≤ 0.0333[2|q − q̄|+ |r − r̄|+ |s− s̄|].

Also one has

|f(q)− f(q̄)| ≤ 1

20
‖q − q̄‖, |g(r)− g(r̄)|

≤ 1

e7
‖r − r̄‖, |h(s)− h(s̄)|

≤ 1

49
‖s− s̄‖,

after calculation we have Kf = 1
20 ,Kg = 1

e7
,Kh =

1
49 , Lf1 = 0.0111, Lf2 = 0.020, Lf3 = 0.0333,

d1 =

(
Kf +

2Lf1v
a

Γ(a+ 1)

)
= 0.1201 < 1,

d2 = 0.0973 < 1, and

d3 = 0.1509.
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Therefore, by Theorem 4, system (27) has unique
solution and

M =

0.1201 0.0396 0.0396

0.0482 0.0973 0.0482

0.0653 0.0653 0.1509

 . (28)

The eigenvalues are β1 = 0.2275, β2 = 0.0825 and
β3 = 0.0584, and Υ(M ) = max{|βi|, i = 1, 2, 3} <
1 which implies that M converges to zero. Hence,
according to Theorem 6, the solution of system (27)
is UH stable.

We present the application of the aforesaid analysis.

Example 3. Consider the famous prey–predator
model as

cDa
+0q(t) = 0.005q(t)(1− 0.002q(t))

−0.003q(t)r(t)

0.05 + q(t)
−0.003q(0.5t)s(t),

cDb
+0r(t) =

0.02× 0.003r(t)

0.05 + q(t)
−0.004r(t)s(t)

−0.01s(0.5t),

cDγ
+0s(t) = −0.007s(t) + 0.003r(0.5t)s(t)

+0.003× 0.02q(t)s(t),

q(0) = 2 +
sin |q|

10
, r(0) = 1

+
sin |r|

20
, s(0) =

sin |s|
30

.

(29)

On calculation and taking v = 10 and using a = b =
γ = 1

2 , after calculation, we have Kf = 1
10 ,Kg =

1
20 ,Kh = 1

30 , Lf1 = 0.005, Lf2 = 0.020, Lf3 = 0.02,

d1 = 0.11784, d2 = 0.1927, d3 = 0.2260.

Now, max{d1, d2, d3} = 0.2260 < 1. Hence, the sys-
tem (29) has unique solution by Theorem 4. Fur-
ther, calculating the values for `i (i = 1, 2, . . . , 9),
we have the given matrix as

M =

0.11784 0.01784 0.01784

0.07136 0.1927 0.07136

0.07136 0.07136 0.2260

 . (30)

On calculation, the eigenvalues are β1 =
0.2967, β2 = 0.1029, β3 = 0.1370. Therefore,
Υ(M ) = 0.2967 < 1. Thus, the given prey–predator
system under delay term with respect to the given
fractional order is HU stable by using Theorem 6.

Fig. 1 Graphical presentation of q(t) for various fractional
values of a at the given value of v = 10.

Fig. 2 Graphical presentation of r(t) for various fractional
values of b at the given value of v = 10.

Fig. 3 Graphical presentation of s(t) for various fractional
values of γ at the given value of v = 10.

We have plotted the results for different fractional
order by using Matlab-16, the results of this exam-
ple in Figs. 1–3. In Figs. 1 and 2, the density of
population of species q, r is decreasing with vari-
ous rates due to fractional order while the species
depends on both so its density of population is
increasing. The concerned functions q, r, s approach
to their stable position at various rates due to frac-
tional order derivative.
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6. CONCLUSION

Due to the important applications of delay problems
under fractional derivatives, we have established
a qualitative analysis regarding the existence of
solutions to FPDEs. The mentioned problem has
been investigated with nonlocal conditions involv-
ing proportional delay. With the help of classi-
cal fixed point theory, the mentioned analysis has
been established. Some results regarding stability of
Ulam’s type have been developed via using nonlin-
ear analysis. In last by a pertinent example, the
results were justified. Hence, we concluded that
classical fixed point theory has the ability to deal
such like complicated problems for mathematical
analysis. The aforementioned analysis can be car-
ried out for problems involving delay under vari-
ous nonlocal conditions. An interesting example has
been verified for our analysis.
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