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#### Abstract

In this paper, we investigate a nonlinear coupled system of fractional pantograph differential equations (FPDEs). The respective results address some adequate results for existence and uniqueness of solution to the problem under consideration. In light of fixed point theorems like Banach and Krasnoselskii's, we establish the required results. Considering the tools of nonlinear analysis, we develop some results regarding Ulam-Hyers (UH) stability. We give three pertinent examples to demonstrate our main work.
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## 1. INTRODUCTION

The fractional calculus is a type of generalization of the classical calculus. With the development and advancement in nano-technology, this branch of mathematics has attracted the researchers. The fractional calculus is widely used in the process of modeling problems related to engineering and scientific fields, like chemistry, biology, image processing, physics, control theory, economics and signal processing (see Refs. 1-12). Keeping in mind the above importance, researchers have considered fractional order differential equations (FODEs) from various facets, including optimization, stability theory, qualitative theory and numerical simulations. For these studies, they have used classical fixed point theory, tools of nonlinear analysis and optimization theory (we refer Refs. 13-18). The mentioned area has many applications in science, like probability theory, physics, control theory, light absorption model and cell division, we refer few papers such as Refs. 19 and 20 .

Another important class, known as pantograph differential equations (PDEs), has not been properly investigated under fractional derivatives. Pantograph is basically a device used for drawing and scaling. However, these days, this device is used in electric trains ${ }^{211[22}$ PDEs constitute a subclass of delay-type differential equations which provide changes in the dependent value at a previous time. ${ }^{23]}$

Stability analysis is another important aspect in fractional calculus that has received proper attention in the sense of Ulam-Hyers (UH), see for details Refs. 24 and 25. Further, UH stability was modified to more general types by other researchers. Due to stability theory, very useful results were established in the fractional calculus (we refer to Ref. 26 and the references cited there). The UH stability has been studied for both ordinary differential equations and FODEs in the last two decades (see Refs. 27-32).

Keeping in mind the aforementioned literature, we claim that qualitative analysis for coupled system of fractional pantograph differential equations (FPDEs) using fixed point theory with nonlocal conditions has been investigated rarely as far as our knowledge is concerned. Therefore, we are going to carry out a qualitative analysis to the following system of FPDEs under nonlocal conditions as

$$
\left\{\begin{array}{l}
{ }^{c} D_{+0}^{a} q(t)=f_{1}(t, q(t), q(\lambda t), r(t), s(t))  \tag{1}\\
{ }^{c} D_{+0}^{b} r(t)=f_{2}(t, q(t), r(t), r(\lambda t), s(t)) \\
{ }^{c} D_{+0}^{\gamma} s(t)=f_{3}(t, q(t), r(t), s(t), s(\lambda t)) \\
q(0)=f(q)+q_{0}, r(0)=g(r)+r_{0}, \\
s(0)=h(s)+s_{0}, q_{0}, r_{0}, s_{0} \in R,
\end{array}\right.
$$

where $t \in I_{1}=[0, v]$ and $a, b, \gamma \in(0,1], \lambda \in(0,1)=$ $I_{2}$. Also, the functions $f_{1}, f_{2}, f_{3}: I_{1} \times R^{4} \rightarrow R$ are nonlinear continuous, $f, g, h: X \rightarrow R$ are continuous functions and $D$ is Caputo's derivative. Through Banach and Krasnoselskii's fixed point theorems, the results that we aim to establish are investigated. In the end, some examples are given for the justification of our work. Further, we remark that the system under consideration (1) includes the following three species prey-predator delay model which is a special case under nonlocal conditions

$$
\left\{\begin{align*}
{ }^{c} D_{+0}^{a} q(t)= & \Lambda q(t)\left(1-\frac{q(t)}{\kappa}\right)-\frac{\beta q(t) r(t)}{\alpha+q(t)}  \tag{2}\\
& -\mu q(\lambda t) s(t) \\
{ }^{c} D_{+0}^{b} r(t)= & \frac{\sigma \beta r(t)}{\alpha+q(t)}-\delta r(t) s(t)-\nu_{1} s(\lambda t) \\
{ }^{c} D_{+0}^{\gamma} s(t)= & -\nu_{2} s(t)+\delta r(\lambda t) s(t)+\delta \sigma q(t) s(t) \\
q(0)= & q_{0}+f(q), r(0)=r_{0}+g(r) \\
s(0)= & s_{0}+h(s), q_{0}, r_{0}, s_{0} \in R
\end{align*}\right.
$$

where $q$ denotes susceptible, $r$ infected and $s$ is population density in the concerned model, while $\delta$ is the disease transmission coefficient, $\kappa$ the carrying capacities of prey population, $\nu_{2}$ is the death rate of infected predator. Also, $\Lambda$ is the growth rate of prey population, $\mu_{1}$ is the death rate of susceptible predator, $\beta$ is the search rate of the prey toward susceptible predator, $\alpha$ is saturation constant while susceptible predators attack the prey, $\sigma$ is the conversion rate of susceptible predator due to prey. Further, $t \in I_{1}, a b, \gamma \in(0,1]$.

## 2. BASIC DEFINITIONS AND NOTIONS

Some useful definitions and results for the related work which may be found in Refs. $\sqrt{2} \sqrt{6}$ are presented.

Definition 1. Let $\gamma \in R^{+}$, then integral of fractional order to a function $x:(0, \infty) \rightarrow R$ is defined as

$$
I_{0+}^{\gamma} x(t)=\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-y)^{\gamma-1} x(y) d y, \quad \gamma>0
$$

Definition 2. Caputo-type fractional derivative to a function $x:(0, \infty) \rightarrow R$ is recalled as

$$
{ }^{c} D_{+0}^{\gamma} x(t)=\frac{1}{\Gamma(m-\gamma)} \int_{0}^{t}(t-y)^{m-\gamma-1} x^{(m)}(y) d y
$$

where $m=[\gamma]+1$ and the integral is pointwise defined on $(0, \infty)$.

Lemma 1. The solution of fractional differential equation ( $F D E$ )

$$
{ }^{c} D_{+0}^{\gamma} x(t)=0, \gamma \in(m-1, m]
$$

is expressed as
$x(t)=\sum_{\eta=1}^{m} d_{\eta} t^{\eta-1}, \eta=1,2, \ldots, m$, where $d_{\eta} \in R$.
where $m=[\gamma]+1$.
Lemma 2. For an FDE, the following result holds:
$I_{+0}^{\gamma}\left[{ }^{c} D_{+0}^{\gamma} x(t)\right]=x(t)+\sum_{\eta=1}^{m} d_{\eta} t^{m-1}, \eta=1,2,3, \ldots, m$
with $d_{\eta} \in R$ and $m=[\gamma]+1$.
Suppose we denote the Banach space as $(X,\|\|$, with norm $\|x\|=\max _{t \in I_{1}}|x(t)|$. As a result, $Y=$ $X \times X \times X$ is a Banach space with a norm defined
by $\|(q, r, s)\|=\|q\|+\|r\|+\|s\|$ and $\|(q, r, s)\|=$ $\max \{\|q\|,\|r\|,\|s\|\}$. Both norms are equivalent.

Definition 3 (Ref. 33). Let for two operators $S_{1}, S_{2}, S_{3} \ni S_{1}, S_{2}, S_{3}: Y \rightarrow X$, defined as

$$
\left\{\begin{array}{l}
q(t)=S_{1}(q, r, s)(t),  \tag{3}\\
r(t)=S_{2}(q, r, s)(t), \\
s(t)=S_{3}(q, r, s)(t)
\end{array}\right.
$$

is called UH if for positive numbers $\ell_{i}(i=$ $1,2,3,4,5,6,7,8,9), \Delta_{i}(i=1,2,3)$ and for every solution $\left(q^{*}, r^{*}, s^{*}\right) \in Y$, we have

$$
\left\{\begin{array}{l}
\left\|q^{*}-S_{1}\left(q^{*}, r^{*}, s^{*}\right)\right\| \leq \Delta_{1},  \tag{4}\\
\left\|r^{*}-S_{2}\left(q^{*}, r^{*}, s^{*}\right)\right\| \leq \Delta_{2}, \\
\left\|s^{*}-S_{3}\left(q^{*}, r^{*}, s^{*}\right)\right\| \leq \Delta_{3}
\end{array}\right.
$$

$\exists$ a solution $(\bar{q}, \bar{r}, \bar{s}) \in Y$ of (3), such that

$$
\left\{\begin{array}{l}
\left\|q^{*}-\bar{q}\right\| \leq \ell_{1} \Delta_{1}+\ell_{2} \Delta_{2}+\ell_{3} \Delta_{3},  \tag{5}\\
\left\|r^{*}-\bar{r}\right\| \leq \ell_{4} \Delta_{1}+\ell_{5} \Delta_{2}+\ell_{6} \Delta_{3}, \\
\left\|s^{*}-\bar{s}\right\| \leq \ell_{7} \Delta_{1}+\ell_{8} \Delta_{2}+\ell_{9} \Delta_{3} .
\end{array}\right.
$$

Definition 4. If for $\beta_{i}(i=1,2,3, \ldots, n)$ are "eigenvalues" of $\mathscr{M}$ of order $n \times n$, with spectral radius of $\Upsilon(\mathscr{M})$ may be defined by

$$
\Upsilon(\mathscr{M})=\max \left\{\left|\beta_{i}\right|, \text { for } i=1,2, \ldots, n\right\} .
$$

Moreover, if $\Upsilon(\mathscr{M})<1$ yields that $\mathscr{M}$ converges to 0 .

Theorem 1 (Ref. 33). For the two operators $S_{1}$, $S_{2}, S_{3} \ni S_{1}, S_{2}, S_{3}: Y \rightarrow X \ni$

$$
\left\{\begin{array}{l}
\left\|S_{1}(q, r, s)-S_{1}\left(q^{*}, r^{*}, s^{*}\right)\right\| \leq \ell_{1}\left\|q-q^{*}\right\|  \tag{6}\\
\quad \quad+\ell_{2}\left\|r-r^{*}\right\|+\ell_{3}\left\|s-s^{*}\right\| \\
\left\|S_{2}(q, r, s)-S_{2}\left(q^{*}, r^{*}, s^{*}\right)\right\| \leq \ell_{4}\left\|q-q^{*}\right\| \\
\quad+\ell_{5}\left\|r-r^{*}\right\|+\ell_{6}\left\|s-s^{*}\right\| \\
\left\|S_{3}(q, r, s)-S_{3}\left(q^{*}, r^{*}, s^{*}\right)\right\| \leq \ell_{7}\left\|q-q^{*}\right\| \\
\quad \quad+\ell_{8}\left\|r-r^{*}\right\|+\ell_{9}\left\|s-s^{*}\right\|, \\
\forall(q, r, s)\left(q^{*}, r^{*}, s^{*}\right) \in Y
\end{array}\right.
$$

and if the following matrix:

$$
\mathscr{M}=\left[\begin{array}{lll}
\ell_{1} & \ell_{2} & \ell_{3}  \tag{7}\\
\ell_{4} & \ell_{5} & \ell_{6} \\
\ell_{7} & \ell_{8} & \ell_{9}
\end{array}\right]
$$

converges to 0 , then the fixed points for (3) are UH stable.

For the remaining work, we have the following assumptions:
$\left(M_{1}\right)$ For any $q, r, s \in C\left(I_{1}, R\right), \exists K_{f}, K_{g}, K_{h}>0$ such that
$|f(q)-f(\bar{q})| \leq K_{f}|q-\bar{q}|,|g(r)-g(\bar{r})| \leq$ $K_{g}|r-\bar{r}|,|h(s)-h(\bar{s})| \leq K_{h}|s-\bar{s}|$.
$\left(M_{2}\right) \forall q, \bar{q}, r, \bar{r}, s, \bar{s} \in C\left(I_{1}, R\right), \forall t \in I_{1}, \exists L_{f_{1}}>$ 0 Э
$\mid f_{1}(t, q(t), q(\lambda t), r(t), s(t))-f_{1}(t, \bar{q}(t), \bar{q}(\lambda t)$, $\bar{r}(t), \bar{s}(t)) \mid \leq L_{f_{1}}[2|q-\bar{q}|+|r-\bar{r}|+|s-\bar{s}|]$.
$\left(M_{3}\right) \forall q, \bar{q}, r, \bar{r}, s, \bar{s} \in C\left(I_{1}, R\right), \forall t \in I_{1}, \exists L_{f_{2}}>$ $0 \ni$
$\mid f_{2}(t, q(t), r(t), r(\lambda t), \quad s(t)) \quad-\quad f_{2}(t, \bar{q}(t)$, $\bar{r}(t), \bar{r}(\lambda t), \bar{s}(t)) \mid \leq L_{f_{2}}[|q-\bar{q}|+2|r-\bar{r}|+$ $|s-\bar{s}|]$.
$\left(M_{4}\right) \forall q, \bar{q}, r, \bar{r}, s, \bar{s} \in C\left(I_{1}, R\right), \forall t \in I_{1}, \exists L_{f_{3}}>$ $0 \ni$
$\mid f_{3}(t, q(t), r(t), s(t), \quad s(\lambda t)) \quad-\quad f_{3}(t, \bar{q}(t)$, $\bar{r}(t), \bar{s}(t), \bar{s}(\lambda t)) \mid \leq L_{f_{3}}[|q-\bar{q}|+|r-\bar{r}|+$ $2|s-\bar{s}|]$.
$\left(M_{5}\right)$ For some positive real num$\operatorname{bers} C_{f_{1}}, D_{f_{1}}, E_{f_{1}}$ and $M_{f_{1}}, M_{f_{2}}, M_{f_{3}}$ such that
$\left|f_{1}(t, q(t), q(\lambda t), r(t), \quad s(t))\right| \leq 2 C_{f_{1}}|q|+$ $D_{f_{1}}|r|+E_{f_{1}}|s|+M_{f_{1}}, \mid f_{2}(t, q(t), r(t), r(\lambda t)$, $s(t))\left|\leq C_{f_{2}}\right| q\left|+2 D_{f_{2}}\right| r\left|+E_{f_{2}}\right| s \mid+$ $M_{f_{2}},\left|f_{3}(t, q(t), r(t), s(t), s(\lambda t))\right| \leq C_{f_{3}}|q|$ $+D_{f_{3}}|r|+2 E_{f_{3}}|s|+M_{f_{3}}$.
$\left(M_{6}\right)$ For some positive real numbers $\vartheta_{i}(i=$ $1,2,3), \delta_{f}, \delta_{g}, \delta_{h}$ such that
$|f(q)| \leq \vartheta_{1}|q|+\delta_{f},|g(r)| \leq \vartheta_{2}|r|+\delta_{g}$, $|h(s)| \leq \vartheta_{3}|s|+\delta_{h}$.

Lemma 3 (Refs. 34-36). Let $E \neq \emptyset$ be closed convex subset of the Banach space $Y$ and a, there exist two operators such that $z=G z+H z \ni$ (a) $G x+H y \in E, \forall x, y \in E$, (b) $G$ is continuous and compact, (c) $H$ is contraction. Subsequently for $z \in E$, we have $G z+H z=z$, where $z=(q, r, s)$ belong to $Y$.

## 3. EXISTENCE RESULTS OF THE SOLUTION

In this section, we present results about existence theory to the considered problem.

Theorem 2. Let $q(t) \in C[0, v]$, and $z \in L[0, v]$, the solution for linear problem

$$
\begin{align*}
{ }^{c} D_{+0}^{a} q(t) & =z(t), t \in I_{1}, \quad \gamma_{1} \in(0,1], \\
q(0) & =f(q)+q_{0}, \tag{8}
\end{align*}
$$

is given by

$$
\begin{equation*}
q(t)=q_{0}+f(q)+\frac{1}{\Gamma(a)} \int_{0}^{t}(t-y)^{a-1} z(y) d y \tag{9}
\end{equation*}
$$

Proof. Thanks to Lemma 2, the solution of (8) under the given nonlocal condition is easily obtained.

Corollary 1. In view of Theorem 2, the solution of the considered (1) is given by

$$
\left\{\begin{align*}
q(t)= & q_{0}+f(q)+\frac{1}{\Gamma(a)} \int_{0}^{t}(t-y)^{a-1}  \tag{10}\\
& f_{1}(y, q(y), q(\lambda y), r(y), s(y)) d y \\
r(t)= & r_{0}+g(r)+\frac{1}{\Gamma(b)} \int_{0}^{t}(t-y)^{b-1} \\
& f_{2}(y, q(y), r(y), r(\lambda y), s(y)) d y \\
s(t)= & s_{0}+h(s)+\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-y)^{\gamma-1} \\
& f_{3}(y, q(y), r(y), s(y), s(\lambda y)) d y
\end{align*}\right.
$$

Theorem 3. Let $f_{1}, f_{2}, f_{3}$ be continuous, subsequently $(q, r, s) \in Y$ is a solution of (11), if and only if $(q, r, s)$ is the solution of the integral equations given 10 .

Proof. If for (1), $(q, r, s)$ is a solution, then $(q, r, s)$ is the solution of the system (10). On the other hand, if $(q, r, s)$ is the solution of the system (10), then taking derivatives of both sides of 10 , we can obtain (1).

We define $S_{1}, S_{2}, S_{3}: Y \rightarrow Y$ by

$$
\begin{aligned}
S_{1}(q, r, s)= & q_{0}+f(q)+\frac{1}{\Gamma(a)} \int_{0}^{t}(t-y)^{a-1} \\
& \times f_{1}(y, q(y), q(\lambda y), r(y), s(y)) d y \\
S_{2}(q, r, s)= & r_{0}+g(r)+\frac{1}{\Gamma(b)} \int_{0}^{t}(t-y)^{b-1} \\
& \times f_{2}(y, q(y), r(y), r(\lambda y), s(y)) d y, \\
S_{3}(q, r, s)= & s_{0}+h(s)+\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-y)^{\gamma-1} \\
& \times f_{3}(y, q(y), r(y), s(y), s(\lambda y)) d y
\end{aligned}
$$

and $S(q, r, s)=\left(\begin{array}{c}S_{1}(q, r, s) \\ S_{2}(q, r, s) \\ S_{3}(q, r, s)\end{array}\right)$. So, the solutions of (10) are the fixed points of $S$.

Theorem 4. If $d<1$, with the help of assumptions $\left(M_{1}\right)-\left(M_{4}\right)$, the system (1) has unique solution.

Proof. Let $q, \bar{q}, r, \bar{r}, s, \bar{s} \in X$ and every $t \in I_{1}$, let

$$
\begin{align*}
&\left\|S_{1}(q, r, s)-S_{1}(\bar{q}, \bar{r}, \bar{s})\right\| \\
& \leq \max _{t \in I_{1}}|f(q)-f(\bar{q})| \\
&+\max _{t \in I_{1}} \frac{1}{\Gamma(a)} \int_{0}^{t}(t-y)^{a-1} \\
& \quad \times \mid f_{1}(y, q(y), q(\lambda y), r(y), s(y)) \\
& \quad-f_{1}(y, \bar{q}(y), \bar{q}(\lambda y), \bar{r}(y), \bar{s}(y)) \mid \\
& \leq K_{f}\|q-\bar{q}\|+\frac{v^{a}}{\Gamma(a+1)}\left[L_{f_{1}}(2\|q-\bar{q}\|\right. \\
&+\|r-\bar{r}+\| s-\bar{s} \|)] \\
& \leq\left(K_{f}+\frac{2 L_{f_{1}} v^{a}}{\Gamma(a+1)}\right)\|q-\bar{q}\|+\frac{L_{f_{1}} v^{a}}{\Gamma(a+1)} \\
& \times(\|r-\bar{r}\|+\|s-\bar{s}\|) \\
& \leq\left(K_{f}+\frac{2 L_{f_{1}} v^{a}}{\Gamma(a+1)}\right)(\|q-\bar{q}\|+\|r-\bar{r}\| \\
&+\|s-\bar{s}\|) \\
& \leq d_{1}(\|q-\bar{q}\|+\|r-\bar{r}\|+\|s-\bar{s}\|), \\
& \quad \text { where } d_{1}=\left(K_{f}+\frac{2 L_{f_{1}} v^{a}}{\Gamma(a+1)}\right) . \tag{11}
\end{align*}
$$

In the same way, we can prove that

$$
\begin{align*}
& \left\|S_{2}(q, r, s)-S_{2}(\bar{q}, \bar{r}, \bar{r})\right\| \leq d_{2}(\|q-\bar{q}\| \\
& \quad+\|r-\bar{r}\|+\|s-\bar{s}\|), \\
& \quad \text { where } d_{2}=\left(K_{g}+\frac{2 L_{f_{2}} v^{b}}{\Gamma(b+1)}\right),  \tag{12}\\
& \left\|S_{3}(q, r, s)-S_{3}(\bar{q}, \bar{r}, \bar{r})\right\| \leq d_{3}(\|q-\bar{q}\| \\
& \quad+\|r-\bar{r}\|+\|s-\bar{s}\|), \\
& \quad \text { where } d_{3}=\left(K_{h}+\frac{2 L_{f_{3}} v^{\gamma}}{\Gamma(\gamma+1)}\right) . \tag{13}
\end{align*}
$$

Hence, from (11)-(13), one has

$$
\begin{align*}
& \| S(q, r, s)-S(\bar{q}, \bar{r}, \bar{s}) \mid \leq \max \left(d_{1}, d_{2}, d_{3}\right)(\|q-\bar{q}\| \\
& \quad+\|r-\bar{r}\|+\|s-\bar{s}\|) \\
& =d(\|u-\bar{q}\|+\|r-\bar{r}\|+\|s-\bar{s}\|), \tag{14}
\end{align*}
$$

where $d=\max _{t \in I_{1}}\left\{d_{1}, d_{2}, d_{3}\right\}$. Therefore, $S$ is contraction, so it has unique fixed point. Consequently the corresponding system (1) has unique solution.

Theorem 5. Under the assumptions $\left(M_{1}\right),\left(M_{5}\right)$, $\left(M_{6}\right)$ and if $\max \left\{K_{f}, K_{g}, K_{h}\right\}<1$ holds, then the system (1) possesses at least one solution.

Proof. Let $B$ be closed subset of $Y$ that is

$$
B=\{(q, r, s) \in Y:\|(q, r, s)\| \leq \mathbb{R}\} .
$$

Here, $\widetilde{S}=G+H$, where $G=\left(G_{1}, G_{2}, G_{3}\right), H=$ $\left(H_{1}, H_{2}, H_{3}\right)$ and

$$
\begin{aligned}
& \max \left\{\frac{v^{a}}{\Gamma(a+1)}\left(2 \mathbb{R} C_{f_{1}}+\mathbb{R} D_{f_{1}}+\mathbb{R} E_{f_{1}}+M_{f_{1}}\right)\right. \\
& \quad+\left|q_{0}\right|+\mathbb{R} \vartheta_{1}+\delta_{f}, \\
& \frac{v^{b}}{\Gamma(b+1)}\left(\mathbb{R} C_{f_{2}}+2 \mathbb{R} D_{f_{2}}+\mathbb{R} E_{f_{2}}+M_{f_{2}}\right) \\
& \quad+\left|r_{0}\right|+\mathbb{R} \vartheta_{2}+\delta_{g}, \\
& \frac{v^{\gamma}}{\Gamma(\gamma+1)}\left(\mathbb{R} C_{f_{3}}+\mathbb{R} D_{f_{3}}+2 \mathbb{R} E_{f_{2}}+M_{f_{3}}\right) \\
& \left.\quad+\left|s_{0}\right|+\mathbb{R} \vartheta_{3}+\delta_{h}\right\} \leq \mathbb{R} .
\end{aligned}
$$

To establish the required results, we define the operators as

$$
\begin{aligned}
G_{1}(q, r, s)= & \frac{1}{\Gamma(a)} \int_{0}^{t}(t-y)^{a-1} \\
& f_{1}(y, q(y), q(\lambda y), r(y), s(y)) d y, \\
G_{2}(q, r, s)= & \frac{1}{\Gamma(b)} \int_{0}^{t}(t-y)^{b-1} \\
& f_{2}(y, q(y), r(y), r(\lambda y), s(y)) d y, \\
G_{3}(q, r, s)= & \frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-y)^{\gamma-1} \\
& f_{3}(y, q(y), r(y), s(y), s(\lambda y)) d y
\end{aligned}
$$

and

$$
\begin{gathered}
H_{1} q(t)=q_{0}+f(q), H_{2} r(t)=r_{0}+g(r), \\
H_{3} s(t)=s_{0}+h(s) .
\end{gathered}
$$

So, it is quite visible that $\widetilde{S}_{1}=G_{1}+H_{1}, \widetilde{S}_{2}=$ $G_{2}+H_{2}, \widetilde{S}_{3}=G_{3}+H_{3}$. In the next step, we prove that

$$
\begin{gathered}
\widetilde{S}(q, r, s)=G(q, r, s)+H(q, r, s) \in B, \\
\text { for all }(q, r, s) \in B .
\end{gathered}
$$

For any $(q, r, s) \in B$, we have

$$
\begin{aligned}
&\left|\widetilde{S}_{1}(q, r, s)\right| \\
&= \left\lvert\, q_{0}+f(q)+\frac{1}{\Gamma(a)}\right. \\
& \times \int_{0}^{t}(t-y)^{a-1} f_{1}(y, q(y), q(\lambda y), r(y)) \mid d y \\
& \leq \frac{v^{a}}{\Gamma(a+1)}\left|f_{1}(y, q(y), q(\lambda y), r(y))\right| \\
&+\left|q_{0}\right|+|f(q)| \\
& \leq \frac{v^{a}}{\Gamma(a+1)}\left(2 C_{f_{1}}|q|+D_{f_{1}}|r|+E_{f_{1}}|s|+M_{f_{1}}\right) \\
&+\left|q_{0}\right|+\vartheta_{1}|q|+\delta_{f} \\
& \leq \frac{v^{a}}{\Gamma(a+1)}\left(2 \mathbb{R} C_{f_{1}}+\mathbb{R} D_{f_{1}}+\mathbb{R} E_{f_{1}}+M_{f_{1}}\right) \\
& \quad+\left|q_{0}\right|+\mathbb{R} \vartheta_{1}+\delta_{f} \\
& \leq \mathbb{R} .
\end{aligned}
$$

In the same way, one has

$$
\begin{aligned}
\left\|\widetilde{S}_{2}(q, r, s)\right\| \leq & \frac{v^{b}}{\Gamma(b+1)}\left(\mathbb{R} C_{f_{2}}+2 \mathbb{R} D_{f_{2}}\right. \\
& \left.+\mathbb{R} E_{f_{2}}+M_{f_{2}}\right)+\left|r_{0}\right|+\mathbb{R} \vartheta_{2}+\delta_{g} \\
\leq & \mathbb{R}, \\
\left\|\widetilde{S}_{3}(q, r, s)\right\| \leq & \frac{v^{\gamma}}{\Gamma(\gamma+1)}\left(\mathbb{R} C_{f_{3}}+\mathbb{R} D_{f_{3}}\right. \\
& \left.+2 \mathbb{R} E_{f_{2}}+M_{f_{3}}\right)+\left|s_{0}\right|+\mathbb{R} \vartheta_{3}+\delta_{h} \\
\leq & \mathbb{R} .
\end{aligned}
$$

Thus, $\|\widetilde{S}(q, r, s)\| \leq \mathbb{R}$ which indicates that $\widetilde{S}(B) \subseteq$ $B$. In the upcoming portion, our target is to prove that $H$ is contraction. Through $\left(M_{1}\right)$ for any two solutions ( $q, r, s$ ) and ( $\bar{q}, \bar{r}, \bar{s}) \in B$, we have

$$
\begin{align*}
\left\|H_{1}(q)-H_{1}(\bar{q})\right\| & \leq \max _{t \in I_{1}}[|f(q)-f(\bar{q})|] \\
& \leq K_{f}\|q-\bar{q}\| . \tag{15}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\left\|H_{2}(v)-H_{2}(\bar{r})\right\| & \leq \max _{t \in I_{1}}[|g(r)-g(\bar{r})|] \\
& \leq K_{g}\|r-\bar{r}\|,  \tag{16}\\
\left\|H_{3}(s)-H_{3}(\bar{s})\right\| & \leq \max _{t \in I_{1}}[|h(s)-h(\bar{s})|] \\
& \leq K_{h}\|s-\bar{s}\| . \tag{17}
\end{align*}
$$

From (15)-17), we have that $H$ is contraction to show that $G$ is relatively compact. The continuity of $f_{1}, f_{2}, f_{3}$ yields the continuity of $G$. For $(q, r, s) \in B$,
we have

$$
\begin{align*}
\left|G_{1}(q, r, s)\right| \leq & \frac{1}{\Gamma(a)} \int_{0}^{t}(t-y)^{a-1} \\
& \times\left|f_{1}(y, q(y), q(\lambda y), r(y), s(y))\right| d y \\
\leq & \frac{v^{a}}{\Gamma(a+1)}\left(2 C_{f_{1}}|q|+D_{f_{1}}|r|\right. \\
& \left.+E_{f_{1}|s|} \mid M_{f_{1}}\right) \\
\leq & \frac{v^{a}}{\Gamma(a+1)}\left(2 \mathbb{R} C_{f_{1}}\right. \\
& \left.+\mathbb{R} D_{f_{1}}+\mathbb{R} E_{f_{1}}+M_{f_{1}}\right) . \tag{18}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\left|G_{2}(q, r, s)\right| \leq & \frac{v^{b}}{\Gamma(b+1)}\left(\mathbb{R} C_{f_{2}}+2 \mathbb{R} D_{f_{2}}\right. \\
& \left.+\mathbb{R} E_{f_{2}}+M_{f_{2}}\right), \\
\left|G_{3}(q, r, s)\right| \leq & \frac{v^{\gamma}}{\Gamma(\gamma+1)}\left(\mathbb{R} C_{f_{3}}+\mathbb{R} D_{f_{3}}\right.  \tag{19}\\
& \left.+2 \mathbb{R} E_{f_{3}}+M_{f_{3}}\right) .
\end{align*}
$$

Therefore, from (18) and (19), one has

$$
\begin{equation*}
\mathbb{R} \geq\|G(q, r, s)\| \tag{20}
\end{equation*}
$$

Thus, 20) deduces uniform boundedness of $G$ on $B$. Let $(q, r, s) \in C$, where $C$ is a bounded set of $B$. Then for $\xi, t$ belongs to $I_{1}$ with $1 \geq \xi \geq t \geq 0$, through $\left(M_{5}\right)$, we get

$$
\begin{align*}
&\left|G_{1}(q(t), r(t), s(t))-G_{1}(q(\xi), r(\xi), s(\xi))\right| \\
&= \left\lvert\, \frac{1}{\Gamma(a)} \int_{0}^{t}(t-y)^{a-1}\right. \\
& \times f_{1}(y, q(y), q(\lambda y), r(y), s(y)) d y \\
&-\frac{1}{\Gamma(a)} \int_{o}^{\xi}(\xi-y)^{a-1} \\
& \times f_{1}(y, q(y), q(\lambda y), r(y), s(y)) d y \mid \\
& \leq \frac{\left(2 \mathbb{R} C_{f_{1}}+\mathbb{R} D_{f_{1}}+\mathbb{R} E_{f_{1}}+M_{f_{1}}\right)}{\Gamma(a)} \\
& \times\left[(t-y)^{a-1} d y-\int_{0}^{\xi}(\xi-y)^{a-1} d y\right] \\
& \leq \frac{\left(2 \mathbb{R} C_{f_{1}}+\mathbb{R} D_{f_{1}}+\mathbb{R} E_{f_{1}}+M_{f_{1}}\right)}{\Gamma(a+1)}\left(t^{a}-\xi^{a}\right) . \tag{21}
\end{align*}
$$

Obviously, right side in above inequality (21) tends to zero on $t \rightarrow \xi$. Also, $G_{1}$ is bounded and continuous. Thus it is uniformly bounded. Hence $\left\|G_{1}(q(t), r(t), s(t))-G_{1}(q(\xi), r(\xi), s(\xi))\right\| \rightarrow$ 0 as $t$ tends to $\xi$. In a similar way, one can also show that $\left\|G_{2}(q(t), r(t), s(t))-G_{2}(u(\xi), r(\xi), s(\xi))\right\| \rightarrow$ 0 as $t$ tends to $\xi$ and $\| G_{3}(q(t), r(t), s(t))-G_{3}(q(\xi)$,
$r(\xi), s(\xi)) \| \rightarrow 0$ as $t$ tends to $\xi$. Consequently, $G$ is equicontinuous and so by Arzelá-Ascoli theorem, $G$ is relatively compact. By Krasnoselskii's fixed point theorem (Theorem 3), the system (11), under consideration has at least one solution.

## 4. RESULTS REGARDING STABILITY

Here, in this section, we discuss UH stability results for the concerned problem.

Theorem 6. Let under the assumptions ( $M_{1}$ )$\left(M_{4}\right), d<1$ hold and also the matrix $\mathscr{M}$ converge to 0 . Then the results of (1) are UH stable.

Proof. To prove the above theorem, let for any two solutions $(q, r, s),(\bar{q}, \bar{r}, \bar{s})$, we have

$$
\begin{align*}
& \left\|S_{1}(q, r, s)-S_{1}(\bar{q}, \bar{r}, \bar{s})\right\| \\
& \qquad \begin{array}{l}
\leq \\
\left.\quad|f(q)-f(\bar{q})|+\frac{1}{\Gamma(a)} \int_{0}^{t}(t-y)^{a-1} \right\rvert\, \\
\quad \times f_{1}(y, q(y), q(\lambda y), r(y), s(y)) \\
\quad-f_{1}(y, \bar{q}(y), \bar{q}(\lambda y), \bar{r}(y), \bar{s}(y)) \mid \\
\leq \\
\quad K_{f}|q-\bar{q}|+\frac{v^{a}}{\Gamma(a+1)}\left[L_{f_{1}}(2|q-\bar{q}|\right. \\
\quad+|r-\bar{r}+| s-\bar{s} \|)] \\
\leq \\
\quad\left(K_{f}+\frac{2 L_{f_{1}} v^{a}}{\Gamma(a+1)}\right)\|q-\bar{q}\| \\
\quad \\
\quad+\frac{L_{f_{1}} v^{a}}{\Gamma(a+1)}(\|r-\bar{r}\|+\|s-\bar{s}\|) \\
\leq
\end{array} \ell_{1}\left\|x_{1}-\bar{q}\right\|+\ell_{2}\|v-\bar{v}\|+\ell_{3}\|s-\bar{s}\|
\end{align*}
$$

where

$$
\ell_{1}=\left(K_{f}+\frac{2 L_{f_{1}} v^{a}}{\Gamma(a+1)}\right), \quad \ell_{2}=\ell_{3}=\frac{L_{f_{1}} v^{a}}{\Gamma(a+1)} .
$$

In a similar way, we may have

$$
\begin{align*}
& \left\|S_{2}(q, r, s)-S_{2}(\bar{q}, \bar{r}, \bar{s})\right\| \leq \ell_{4}\|q-\bar{q}\| \\
& \quad+\ell_{5}\|r-\bar{r}\|+\ell_{6}\|s-\bar{s}\|, \\
& \left\|S_{3}(q, r, s)-S_{3}(\bar{q}, \bar{r}, \bar{s})\right\| \leq \ell_{7}\|q-\bar{q}\| \\
& \quad+\ell_{8}\|r-\bar{r}\|+\ell_{9}\|s-\bar{s}\|, \tag{23}
\end{align*}
$$

where

$$
\ell_{4}=\ell_{6}=\frac{L_{f_{2}} v^{b}}{\Gamma(b+1)}, \quad \ell_{5}=\left(K_{g}+\frac{2 L_{f_{2}} v^{b}}{\Gamma(b+1)}\right)
$$

and

$$
\ell_{7}=\ell_{8}=\frac{L_{f_{3}} v^{\gamma}}{\Gamma(\gamma+1)}, \quad \ell_{9}=\left(K_{h}+\frac{2 L_{f_{3}} v^{\gamma}}{\Gamma(\gamma+1)}\right) .
$$

So, from (22) and (23), we get

$$
\begin{align*}
& \left\|S_{1}(q, r, s)-S_{1}(\bar{q}, \bar{r}, \bar{s})\right\| \leq \ell_{1}\|q-\bar{q}\| \\
& \quad+\ell_{2}\|r-\bar{r}\|+\ell_{3}\|s-\bar{s}\|, \\
& \left\|S_{2}(q, r, s)-S_{2}(\bar{q}, \bar{r}, \bar{s})\right\| \leq \ell_{4}\|q-\bar{q}\|  \tag{24}\\
& \quad+\ell_{5}\|r-\bar{r}\|+\ell_{6}\|s-\bar{s}\|, \\
& \left\|S_{3}(q, r, s)-S_{3}(\bar{q}, \bar{r}, \bar{s})\right\| \leq \ell_{7}\|q-\bar{q}\| \\
& \quad+\ell_{8}\|r-\bar{r}\|+\ell_{9}\|s-\bar{s}\| .
\end{align*}
$$

Now, it is given that the matrix $\mathscr{M}$ from (24) converges to zero given by

$$
\mathscr{M}=\left[\begin{array}{l}
\ell_{1} \ell_{2} \ell_{3} \\
\ell_{4} \ell_{5} \ell_{6} \\
\ell_{7} \ell_{8} \ell_{9}
\end{array}\right]
$$

Hence, the solution of (1) is UH stable.

## 5. EXAMPLES

Example 1. Consider the following system of FPDEs:

$$
\left\{\begin{align*}
{ }^{c} D_{+0}^{\frac{1}{2}} q(t)= & \frac{|q(t)|+\left|q\left(\frac{t}{2}\right)\right|}{(t+9)^{2}(1+|q(t)|)}+\frac{1}{65\left(1+r^{2}(t)\right)} \\
& +\frac{\sin |s(t)|}{e^{t^{2}+4}, t \in I_{1}=[1,10],} \\
{ }^{{ }^{c} D_{+0}^{\frac{1}{3}} r(t)=} & \frac{3+|q(t)|+|r(t)|+\left|r\left(\frac{t}{2}\right)\right|+|s(t)|}{2 e^{t+4}(1+|q(t)|+|r(t)|+|s(t)|)} \\
& +\frac{1}{2\left(t^{3}+4\right)}, t \in I_{1}, \\
{ }^{c} D_{+0}^{\frac{1}{4}} s(t)= & \frac{\sin |q(t)|}{e^{t+4}}+\frac{|r(t)|}{(t+9)^{2}(1+|r(t)|)} \\
& +\frac{1}{65\left(1+s^{2}(t)\right)}+\frac{1}{65\left(1+s^{2}\left(\frac{t}{2}\right)\right)} \\
& +\frac{1}{20 e^{t}}, t \in I_{1}, \\
q(0)= & \frac{\sin |q|}{30}, r(0)=\frac{\cos |r|}{20}, s(0)=\frac{\sin |s|}{25} . \tag{25}
\end{align*}\right.
$$

For $t \in I_{1}, q, r, s, \bar{q}, \bar{r}, \bar{s} \in R$, we get

$$
\begin{aligned}
& \mid f_{1}(t, q(t), q(\lambda t), r(t), s(t)) \\
& -f_{1}(t, \bar{q}(t), \bar{r}(\lambda t), \bar{r}(t), \bar{s}(t)) \mid \\
& \quad \leq 0.0183[2|q-\bar{q}|+|r-\bar{r}|+|s-\bar{s}|] \text {, } \\
& \mid f_{2}(t, q(t), r(t), r(\lambda t), s(t)) \\
& -f_{2}(t, \bar{q}(t), \bar{r}(t), \bar{r}(\lambda t), \bar{s}(t)) \mid \\
& \quad \leq 0.0183[|q-\bar{q}|+2|r-\bar{r}|+|s-\bar{s}|], \\
& \mid f_{3}(t, q(t), r(t), s(t), s(\lambda t)) \\
& -f_{3}(t, \bar{q}(t), \bar{r}(t), \bar{s}(t), \bar{s}(\lambda t)) \mid \\
& \quad \leq 0.0183[2|q-\bar{q}|+|r-\bar{r}|+|s-\bar{s}|] .
\end{aligned}
$$

Also, one has

$$
\begin{aligned}
& |f(q)-f(\bar{q})| \leq \frac{1}{30}\|q-\bar{q}\|,|g(r)-g(\bar{r})| \\
& \quad \leq \frac{1}{20}\|r-\bar{r}\|,|h(s)-h(\bar{s})| \\
& \quad \leq \frac{1}{25}\|s-\bar{s}\|
\end{aligned}
$$

after calculation we have $K_{f}=\frac{1}{30}, K_{g}=\frac{1}{20}, K_{h}=$ $\frac{1}{25}, L_{f_{1}}=L_{f_{2}}=L_{f_{3}}=0.0183$,

$$
\begin{aligned}
d_{1} & =\left(K_{f}+\frac{2 L_{f_{1}} v^{a}}{\Gamma(a+1)}\right) \\
& =0.1683<1, d_{2}=0.1382<1, \text { and } d_{3}=0.1117 .
\end{aligned}
$$

Therefore, by Theorem 4, system (25) has unique solution and

$$
\mathscr{M}=\left[\begin{array}{llll}
0.1683 & 0.0652 & 0.0652  \tag{26}\\
0.0441 & 0.1382 & 0.0441 \\
0.0358 & 0.0358 & 0.1117
\end{array}\right]
$$

The eigenvalues are $\beta_{1}=0.2395, \beta_{2}=0.0978$ and $\beta_{3}=0.0808$, and $\Upsilon(\mathscr{M})=\max \left\{\left|\beta_{i}\right|, i=1,2,3\right\}<$ 1 , which implies that $\mathscr{M}$ converges to zero. Hence, according to Theorem 6, the solution of system (25) is UH stable.

Example 2. Consider the following system of FPDEs:

$$
\left\{\begin{align*}
{ }^{c} D_{+0}^{\frac{1}{2}} q(t)= & \frac{t^{3}+\sin |q(t)|+\cos |r(t)|+|s(t)|}{90}  \tag{27}\\
& +\frac{\sin \left|q\left(\frac{t}{3}\right)\right|}{100}, t \in I_{1}, \\
{ }^{c} D_{+0}^{\frac{1}{3}} r(t)= & \frac{\cos |q(t)+r(t)+s(t)|}{50} \\
& +\frac{\left|r\left(\frac{t}{3}\right)\right|}{\left(t^{3}+5\right)^{4}}, t \in I_{1}, \\
{ }^{c} D_{+0}^{\frac{1}{4}} s(t)= & \frac{\sin |q(t)|+|r(t)|+|s(t)|}{e^{t}\left(t^{3}+40\right)} \\
& +\frac{\left|s\left(\frac{t}{3}\right)\right|}{30 e^{t}}, t \in I_{1}, \\
q(0)= & \frac{\sin |q|}{20 e^{\pi}}, r(0)=\frac{|r|}{e^{7 \pi}}, s(0)=\frac{\cos |s|}{30} .
\end{align*}\right.
$$

For $t \in I_{1}, q, r, s, \bar{q}, \bar{r}, \bar{s} \in R$, we get

$$
\begin{aligned}
& \mid f_{1}(t, q(t), q(\lambda t), r(t), s(t)) \\
& -f_{1}(t, \bar{q}(t), \bar{r}(\lambda t), \bar{r}(t), \bar{s}(t)) \mid \\
& \leq 0.0111[2|q-\bar{q}|+|r-\bar{r}|+|s-\bar{s}|], \\
& \mid f_{2}(t, q(t), r(t), r(\lambda t), s(t)) \\
& -f_{2}(t, \bar{q}(t), \bar{r}(t), \bar{r}(\lambda t), \bar{s}(t)) \mid \\
& \leq 0.020[|q-\bar{q}|+2|r-\bar{r}|+|s-\bar{s}|], \\
& \mid f_{3}(t, q(t), r(t), s(t), s(\lambda t)) \\
& -f_{3}(t, \bar{q}(t), \bar{r}(t), \bar{s}(t), \bar{s}(\lambda t)) \mid \\
& \leq 0.0333[2|q-\bar{q}|+|r-\bar{r}|+|s-\bar{s}|] .
\end{aligned}
$$

Also one has

$$
\begin{aligned}
|f(q)-f(\bar{q})| & \leq \frac{1}{20}\|q-\bar{q}\|,|g(r)-g(\bar{r})| \\
& \leq \frac{1}{e^{7}}\|r-\bar{r}\|,|h(s)-h(\bar{s})| \\
& \leq \frac{1}{49}\|s-\bar{s}\|,
\end{aligned}
$$

after calculation we have $K_{f}=\frac{1}{20}, K_{g}=\frac{1}{e^{7}}, K_{h}=$ $\frac{1}{49}, L_{f_{1}}=0.0111, L_{f_{2}}=0.020, L_{f_{3}}=0.0333$,

$$
\begin{aligned}
d_{1} & =\left(K_{f}+\frac{2 L_{f_{1}} v^{a}}{\Gamma(a+1)}\right) \\
& =0.1201<1, \\
d_{2} & =0.0973<1, \text { and } \\
d_{3} & =0.1509 .
\end{aligned}
$$

Therefore, by Theorem 4, system (27) has unique solution and

$$
\mathscr{M}=\left[\begin{array}{lll}
0.1201 & 0.0396 & 0.0396  \tag{28}\\
0.0482 & 0.0973 & 0.0482 \\
0.0653 & 0.0653 & 0.1509
\end{array}\right] .
$$

The eigenvalues are $\beta_{1}=0.2275, \beta_{2}=0.0825$ and $\beta_{3}=0.0584$, and $\Upsilon(\mathscr{M})=\max \left\{\left|\beta_{i}\right|, \quad i=1,2,3\right\}<$ 1 which implies that $\mathscr{M}$ converges to zero. Hence, according to Theorem 6, the solution of system (27) is UH stable.

We present the application of the aforesaid analysis.
Example 3. Consider the famous prey-predator model as

$$
\left\{\begin{align*}
{ }^{c} D_{+0}^{a} q(t)= & 0.005 q(t)(1-0.002 q(t))  \tag{29}\\
& -\frac{0.003 q(t) r(t)}{0.05+q(t)} \\
& -0.003 q(0.5 t) s(t), \\
{ }^{c} D_{+0}^{b} r(t)= & \frac{0.02 \times 0.003 r(t)}{0.05+q(t)} \\
& -0.004 r(t) s(t) \\
& -0.01 s(0.5 t), \\
{ }^{c} D_{+0}^{\gamma} s(t)= & -0.007 s(t)+0.003 r(0.5 t) s(t) \\
& +0.003 \times 0.02 q(t) s(t), \\
q(0)= & 2+\frac{\sin |q|}{10}, r(0)=1 \\
& +\frac{\sin |r|}{20}, s(0)=\frac{\sin |s|}{30} .
\end{align*}\right.
$$

On calculation and taking $v=10$ and using $a=b=$ $\gamma=\frac{1}{2}$, after calculation, we have $K_{f}=\frac{1}{10}, K_{g}=$ $\frac{1}{20}, K_{h}=\frac{1}{30}, L_{f_{1}}=0.005, L_{f_{2}}=0.020, L_{f_{3}}=0.02$,

$$
d_{1}=0.11784, d_{2}=0.1927, d_{3}=0.2260
$$

Now, $\max \left\{d_{1}, d_{2}, d_{3}\right\}=0.2260<1$. Hence, the system (29) has unique solution by Theorem 4 . Further, calculating the values for $\ell_{i}(i=1,2, \ldots, 9)$, we have the given matrix as

$$
\mathscr{M}=\left[\begin{array}{ccc}
0.11784 & 0.01784 & 0.01784  \tag{30}\\
0.07136 & 0.1927 & 0.07136 \\
0.07136 & 0.07136 & 0.2260
\end{array}\right]
$$

On calculation, the eigenvalues are $\beta_{1}=$ $0.2967, \beta_{2}=0.1029, \beta_{3}=0.1370$. Therefore, $\Upsilon(\mathscr{M})=0.2967<1$. Thus, the given prey-predator system under delay term with respect to the given fractional order is HU stable by using Theorem 6.


Fig. 1 Graphical presentation of $q(t)$ for various fractional values of $a$ at the given value of $v=10$.


Fig. 2 Graphical presentation of $r(t)$ for various fractional values of $b$ at the given value of $v=10$.


Fig. 3 Graphical presentation of $s(t)$ for various fractional values of $\gamma$ at the given value of $v=10$.

We have plotted the results for different fractional order by using Matlab-16, the results of this example in Figs. 1-3. In Figs. 1 and 2, the density of population of species $q, r$ is decreasing with various rates due to fractional order while the species depends on both so its density of population is increasing. The concerned functions $q, r, s$ approach to their stable position at various rates due to fractional order derivative.

## 6. CONCLUSION

Due to the important applications of delay problems under fractional derivatives, we have established a qualitative analysis regarding the existence of solutions to FPDEs. The mentioned problem has been investigated with nonlocal conditions involving proportional delay. With the help of classical fixed point theory, the mentioned analysis has been established. Some results regarding stability of Ulam's type have been developed via using nonlinear analysis. In last by a pertinent example, the results were justified. Hence, we concluded that classical fixed point theory has the ability to deal such like complicated problems for mathematical analysis. The aforementioned analysis can be carried out for problems involving delay under various nonlocal conditions. An interesting example has been verified for our analysis.
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