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ABSTRACT The subject of this paper is the computation of paths for mobile robots that navigate from a
start position to a goal position in environments with static obstacles. Specifically, we focus on paths that are
represented by straight lines. Such paths can for example directly be followed by omni-directional robots
or can be used as an initial solution for path smoothing. In this context, the most common performance
metrics are the path length, the obstacle clearance and the computation time. In this paper, we develop a new
path planning algorithm that addresses all the stated performance metrics. Our method first determines all
possible connections between the start position and goal position along the edges of the generalized Voronoi
diagram (GVD) of a given obstacle map. The shortest connections are then refined using a balanced method
for creating shortcuts along existing waypoints and introducing new waypoints in order to cut corners. As an
important feature, our method reduces the number of required waypoints by iteratively adding newwaypoints
and then removing unnecessary waypoints along solution paths. Moreover, our method takes into account
multiple start-goal connections, since the shortest start-goal connection along the edges of the GVD might
not lead to the shortest solution path. A comprehensive computational evaluation for a large number of maps
with different properties shows that the proposed method outperforms sampling-based algorithms such as
Probabilistic Roadmaps (PRM) and exact methods such as Visibility Graphs (VG) by computing close-to-
optimal solution paths with a specified minimum obstacle clearance in less time.

INDEX TERMS Mobile robots, path planning, obstacles, Voronoi diagram, safety.

I. INTRODUCTION
Nowadays, with the vast developments in technology,
autonomous and mobile robots [1] are employed in many
application fields such as autonomous driving [2], [3], nav-
igation in complex environments [4]–[6], vehicle routing [7],
buildings [8], industrial automation [9] and unmanned air
vehicles [10], [11]. Depending on the application and the
task to be solved, robots have to navigate in different types
of environments without colliding with obstacles. In static
environments, the location of obstacles is known [4], [12],
[13], whereas obstacles can change their location in dynamic
environments [14], [15]. When applying methods of compu-
tational geometry, maps represent objects such as obstacles
in the form of geometrical shapes such as lines, polygons or
circular shapes [16], [17]. On the other hand it is possible to
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employ binary images, where the free space and obstacles are
represented by white and black pixels, respectively [18]–[20].

As an important application, path planning for mobile
robots has attracted much attention in the recent years [12],
[15], [21]. Path planning is concerned with finding a feasible
robot path between a start and goal position, while avoiding
obstacles in the robot environment [22], [23]. Hereby, the
most common performance metrics to validate the quality of
solution paths are the path length, the distance (clearance) to
obstacles, which relates to path safety, and the computation
time [16], [24].

There are different possible scenarios for robotic path plan-
ning depending on the availability of information about the
environment [13], [25]–[27], the type of obstacles (static or
dynamic) [15] and the robot type [21], [23], [28]. In this
paper, we focus on the path planning in static environments,
where robot paths are represented by straight-line segments.
Such paths are for example suitable for omni-directional
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robots [28] or can be used as initial solutions when applying
path smoothing [29], [30].

The most important performance metric in robotic
path planning is the path length. In the recent liter-
ature, sampling-based algorithms based on Probabilistic
Roadmaps (PRM) or Rapidly exploring RandomTrees (RRT)
are most popular for path planning in known environ-
ments with static obstacles [13], [24]–[27], [31]. On the
one hand, the PRM algorithm generates random sample
nodes and introduces connections between close nodes in the
obstacle-free region to determine a solution path [25]. On the
other hand, the RRT algorithm is based on the idea of growing
a tree in the obstacle-free region from the start position to
the goal position [26]. Although these basic sampling-based
algorithms generally cannot guarantee finding (optimal) solu-
tions, their extensions such as the PRM* algorithm and the
RRT* algorithm in [13] ensure convergence to an optimal
path if the number of samples increases. Moreover, the Fast
Marching Tree (FMT) algorithm in [27] combines features of
PRMs and RRTs to determine shorter solution paths. Find-
ing an optimal path is guaranteed when using the Visibility
Graph (VG) for polygon maps [32]. Nevertheless, the VG
cannot be directly computed for maps with general obstacle
shapes and its computation is inefficient in practice without
additional customized data structures [33].

A second important performance metric in robotic path
planning is path safety in order to avoid collisions [24],
to account for possible uncertainties during path following
[20] and to facilitate re-planning in dynamic environments
with moving objects [15]. Regarding this performance met-
ric, two different objectives are considered in the literature.
On the one hand, there are several methods aiming at the
computation of short solution paths while maximizing the
distance to obstacles [8], [18], [24], [34], [35]. On the other
hand, various methods focus on minimizing the path length
while guaranteeing a specified minimum distance of solution
paths to obstacles [15], [16], [20], [36]. Methods addressing
the first objective are frequently based on the generalized
Voronoi diagram (GVD) [34], [37], which partitions an envi-
ronment into Voronoi regions of points that are closest to an
obstacle. Then, the Voronoi boundary (VB) represents the
border of the Voronoi regions such that each point on the
VB has a maximum possible distance to obstacles. Since
solution paths along the VB can be unnecessarily long [34],
several methods suggest to define a safe region for robot
navigation around the VB for solution paths. The work in
[34] inflates the VB depending on the maximum distance
to obstacles at each point of the VB. Hereby, the degree of
inflation is specified by a parameter that provides a tradeoff
between path length and path safety. Differently, [8], [18],
[35] inflate the VB by a fixed amount. [18] applies the
fast marching method on this inflated VB, [8] proposes a
skilled-RRTmethod that generates samples along the inflated
VB and [35] generates short and safe solution paths by
reducing the sampling space for the PRM* and FMT algo-
rithms to the inflated VB. Sampling-based safe path plan-

ning with the aim of maximizing the obstacle clearance is
as well addressed by the Confidence Random Tree (CRT)
algorithm [24], which selects samples based on the clearance
from obstacles (denoted as confidence) but without comput-
ing the VB. Regarding the second objective, [36] proposes
the visibility-Voronoi complex for polygon maps in order
to generate short solution paths with a minimum obstacle
clearance whenever possible. [38] suggests to first refine the
shortest path along the VB by removing unnecessary turns
and then introduces additional points in order to shorten the
solution path. Hereby, modifications of the path are only
accepted if the obstacle clearance stays above a given value.
A minimum obstacle clearance is ensured in [15], [20] by
inflating the obstacle region using morphological dilation.

Computing robot paths quickly is of high importance espe-
cially in the case of real-time and dynamic path planning.
Here, it is required to find a solution pathwithin a few seconds
after determining or updating the map of the robot environ-
ment. In this context, the Quick RRT* (Q-RRT*) algorithm
in [31] speeds up the convergence of the RRT* algorithm
by avoiding small turns and by employing informed-RRT*
to explore narrow passages. Similarly, the synchronized
biased-greedy RRT algorithm in [39] directly grows trees
towards the goal location and the meta-algorithm in [40]
speeds up the exploration phase of the RRT algorithm in order
to find a high-quality initial solution path fast. Amodification
of the sampling strategy of the PRM algorithm is proposed
in [41]. Small local roadmaps are generated based on the
obstacle boundaries in difficult parts of the environment and
the number of connections is reduced based on the size of the
local roadmaps. The comparison of different path planning
algorithms in [42] further indicates that the PRM algorithm
is the best of the studied algorithms in finding short paths
for real-time path planning. As an alternative methods such
as [37] speed up the search process for a solution path by
guiding the search along the VB.

The main motivation of this paper is the development of
a path planning method that addresses all the performance
metrics discussed above. In particular, we aim at the fast
computation of close-to-optimal solution paths that ensure
a given minimum obstacle clearance for maps with general
obstacle shapes. In this context, it has to be noted that the
stated performance metrics are in principle conflicting. That
is, obtaining a shorter path generally leads to unsafe paths and
a longer computation time, whereas solution methods with
small computation times will generally produce longer robot
paths.

Apart from this fact, it has to be pointed out that the path
planning problem for mobile robots is performed either in 3D
or 2D space. In particular, when considering nonholonomic
mobile robots (that cannot arbitrarily move in any direc-
tion), it is important to take into account the robot position
(x- and y-direction) as well as the heading angle when plan-
ning robot paths. However, when planning paths for robots
that can move in any direction (such as omni-directional
robots), straight-line paths that only depend on waypoints in
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2D-space are suitable. More importantly, such straight-line
paths can as well be used as initial solutions for generating
smooth paths for nonholonomic mobile robots.

In this context, path planning methods for higher-
dimensional spaces such as PRM* or RRT* are not as
beneficial for the low-dimensional spaces of mobile robots.
Although these methods are probabilistically complete (that
is, the probability that the planner fails to return a solution
decays to zero as the number of samples approaches infinity)
and asymptotically optimal (the solution path length con-
verges almost surely to the shortest path length) [13], they
do not guarantee finding a short path when putting restric-
tions on the computation time. Specifically, these methods
do not make use of the topology of the robot environment.
Differently, the GVD captures the topology of the robot
environment in the sense that the VB represents points in the
robot environment with a maximum distance from obstacles.
In particular, it is possible to follow the VB from the start
position to a desired goal position of a mobile robot. That
is, the existence of a solution path is guaranteed if there is a
connection along the VB. Nevertheless, such solution path is
generally unnecessarily long since it includes many turns to
keep a maximum distance from obstacles [16].

In view of the above discussion, the main contribution of
this paper is the efficient usage of the topology of the robot
environment based on the GVD in order to generate short
solution paths for mobile robots while ensuring a specified
minimum obstacle clearance and requiring a small computa-
tion time. To this end, the paper develops a new method for
the iterative refinement of initial solution paths along the VB.
First, our method constructs a graph that captures the topol-
ogy of the robot environment based on the GVD. The shortest
paths in this graph along the VB are used as initial solutions.
These initial solutions are then refined by iteratively applying
two main steps. On the one hand, unnecessary waypoints are
removed if it is possible to introduce an obstacle-free short-
cut. On the other hand, additional waypoints are introduced in
order to cut corners that are generated by the edges between
waypoints. As the main difference to existing work such as
[16], our method repeatedly adds and removes waypoints
such that the total number of waypoints always remains small.
This allows speeding up the solution process while obtaining
shorter paths. In particular, our method is able to closely
approximate solution paths based on the VG for polygon
maps. In addition, our path planning algorithm supports the
computation of safe paths with a minimum obstacle clear-
ance by inflating obstacles. In order to evaluate our method,
we perform a comprehensive comparison with existing state-
of-the-art methods regarding path length, path safety and
computation time.

The remainder of the paper is organized as follows.
Section II introduces the required notation and gives the
relevant background information on path planning for mobile
robots. The proposed method is developed in Section III and
its features are illustrated by a simple example environment.
In Section IV we perform a comprehensive evaluation of

FIGURE 1. Example robot environment.

the proposed algorithm with a large number of maps with
different properties. Section V gives conclusions and ideas
for future work.

II. BACKGROUND
A. NOTATION
The subject of this paper is the path planning for mobile
robots in two-dimensional (2D) static environments with
obstacles. Hereby, we focus on the generation of paths that
consist of straight-line segments. Such paths can for example
be followed by omni-directional robots, which are able to turn
on the spot [28], [43], [44] or can be used as a starting point
for generating smooth robot paths [29], [30]. Formally, the
configuration space is defined as C ∈ R2 and obstacles in C
are represented by the obstacle region Cobs ⊆ C. Accordingly,
the obstacle-free region that is available for the robot motion
is determined as Cfree = C \ Cobs. Fig. 1 shows an illustration
of the previously defined regions with an obstacle region that
consists of three circular obstacles that should not be hit by
the mobile robot.

Any point p ∈ C ⊆ R2 can be represented by its coordi-
nates x and y. That is, we write p = (x, y) as shown in Fig.1.
Considering that we are interested in straight-line paths in this
paper, a robot path P is defined by a sequence of n points
p1, p2, . . . , pn in C. Hence, we write P = (p1, p2, . . . , pn),
whereby pi ∈ C for i = 1, . . . , n. Defining the start and goal
point of a mobile robot as ps and pg, respectively, it must
hold that p1 = ps and pn = pg for any suitable robot
path. The actual robot path is then determined by connecting
subsequent points pi and pi+1 of a path P by straight lines
lpi,pi+1 for each i = 1, . . . , n − 1. Then, the set of points
traversed by the robot from ps to pg is given by PP ⊆ C,
whereby PP consists of all the points that are covered by the
line segments lp1,p2 , . . . , lpn−1,pn . Accordingly, we denote a
path P as collision-free if PP ∩ Cobs = ∅, that is, there is no
intersection of the points covered by the path and the obstacle
region. For later use in different algorithms, we also introduce
the function

CollisionFree(p, p̂) =

{
true if lp,p̂ ∩ Cobs = ∅
false otherwise
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that determines if the straight-line connection lp,p̂ between
two points p and p̂ intersects the obstacle region Cobs.
We write

A = {P|PP ⊆ Cfree} (1)

for the set of obstacle-free paths. We further introduce the
distance between two points pi = (xi, yi), pj = (xj, yj) ∈ C as

d(pi, pj) =
√
(xi − xj)2 + (yi − yj)2, (2)

the minimum distance between a point p ∈ C and a subset
C′ ⊆ C as

d(p, C′) = min
p′∈C′

d(p, p′) (3)

and the minimum distance between two subsets C′, C′′ ⊆ C
as

d(C′, C′′) = min
p′∈C′,p′′∈C′′

d(p′, p′′). (4)

Using (4), theminimum distance of a pathP from the obstacle
region can be written as d(PP, Cobs). Finally, we compute the
path length of P as

L(P) =
n−1∑
i=1

d(pi, pi+1). (5)

Using the notation introduced above, the main aim of
this paper is the computation of suitable obstacle-free robot
paths between a given start point ps ∈ Cfree and goal point
pg ∈ Cfree. In this context, we characterize suitability of
robot paths by performance metrics such as the path length
(finding the shortest path), path safety (finding a path with a
certain distance specification with respect to obstacles) and
the computation time.

B. GENERALIZED VORONOI DIAGRAM
The results presented in this paper are based on the usage of
the generalizedVoronoi diagram (GVD), which is a basic data
structure in robotic path planning [16], [34], [37]. In order
to formalize the related terminology, we consider a con-
figuration space C that contains a set of geometric objects
O1,O2, . . . ,Om such that Oi ⊆ C for i = 1, . . . ,m as
illustrated in Fig. 2.

Each objectOi is associated to a Voronoi region Vi. Specif-
ically, Vi defines the set of all points p ∈ C that are closer to
Oi than to any other objectOj with i 6= j [34], [37]. Formally,
we define

Vi = {p ∈ C|d(p,Oi) ≤ d(p,Oj),∀j 6= i}. (6)

Using (6), the collection of all regions V1, . . . ,Vm is denoted
as the generalized Voronoi diagram (GVD). As can be seen in
Fig. 2, adjacent Voronoi regions share a border that consists
of all points with an equal distance to at least two objects.
We write V for the set of all such points and we call V the
Voronoi boundary (VB). Formally,

V = {p ∈ C|∃i 6= j, d(p,Oi) = d(p,Oj)}. (7)

FIGURE 2. Example environment: (a) VB V; (b) Shortest connection of ps
and pg to V .

That is, for each point p ∈ V , there are at least two different
objects Oi,Oj with i 6= j with an equal distance to p. In par-
ticular, any robot path following the VB keeps a maximum
distance from the objects Oi, i = 1, . . . ,m, which can be
identified as obstacles. In addition, we denote points, where
multiple borders of the VB meet as branching points (BPs).
To this end, we define the set of BPs B as the set of all points
on the boundary of at least 3 Voronoi regions.

B = {p ∈ V|∃i, j, k, i 6= j 6= k,

d(p,Oi) = d(p,Oj) = d(p,Ok )}. (8)

Finally, we denote parts of the VB between BPs as segments
of the VB. Considering two BPs bi, bj ∈ B, we write Pbi,bj ⊆
V for the points covered by the segment between bi and bj
and consider |Pbi,bj | as the length of the segment.
There are various studies for the computation of the GVD

in the existing literature [16], [34], [37]. The underlying
assumption in this paper is that the robot environment is
represented by a binary image. That is, the relevant regions
Cfree and Cobs are not identified by geometric objects but by
the pixel color such that obstacle pixels are black and the
free space is characterized by white pixels as demonstrated
in Fig. 2 (a). We note that the focus of this paper is not the
computation of GVDs. Hence, we employ the fact that GVDs
can be obtained based on the medial axis transform [45].
Accordingly, we use the morphological operation of ‘‘skele-
tonization’’ as in [46], [47] to determine an approximation of
the VB that consists of the image pixels on the medial axis
with an equal minimum distance to obstacle pixels (see (7)).
Then, BPs are determined as image pixels that are connected
to at least three segments of the VB.

C. VORONOI DIAGRAM AND SOLUTION PATH
COMPUTATION
The VB V of the GVD can be used to determine robot paths
with a maximum distance/clearance from the obstacles [15],
[16], [34], [36]. Hereby, given a start point ps and a goal
point pg, it is first required to connect these points to V .
Generally, such connection is achieved by computing the
shortest collision-free path from ps and pg to V [16], [37]
and extending the GVD by these paths. Then, Dijkstra’s algo-
rithm [48] or the A? search algorithm [49] can be applied to
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determine the shortest path between ps and pg in this extended
GVD as depicted in Fig. 2 (b). In this paper, we employ A?

search since it commonly leads to smaller computation times
compared to Dijkstra’s algorithm by guiding the search.

III. VORONOI BOUNDARY VISIBILITY FOR EFFICIENT
PATH PLANNING
In this section, we develop our proposed method for the
fast computation of short solution paths using information
from the GVD as described in Section II-B. Section III-A
introduces a new method for connecting the start/goal point
to the GVD and then defines a graph that captures the con-
nectivity of the VB V using the BPs in B. Then, Section III-B
introduces the VB Visibility (VV) algorithm for determining
short paths along the VB and Section III-C develops a new
method for the iterative refinement of solution paths. Finally,
Section III-E discusses how this method can be extended
in case a minimum obstacle clearance is specified for path
safety.

A. CONNECTION OF THE START AND GOAL POINT
As described in Section II-C, one way of connecting ps and
pg to the VB is finding the shortest collision-free path from
ps/pg to V . In this section, we propose an alternative method
that leads to shorter solution paths. In particular, for ps,
we determine all points on the VB that have an equal distance
to ps and to the obstacle region Cobs. Formally, we determine
the set Vs ⊆ V such that

∀pj ∈ Vs, d(pj, ps) = d(pj, Cobs). (9)

Similarly, for pg, we compute the set Vg ⊆ V such that

∀pj ∈ Vg, d(pj, pg) = d(pj, Cobs). (10)

These points are guaranteed to have a collision-free connec-
tion to ps and pg, respectively. Moreover, these points can
be computed efficiently based on an image with a modified
obstacle region Ĉobs = Cobs ∪ {ps, pg}. To this end, we follow
the procedure described in Algorithm 1.

Algorithm 1 Connection of the Start and Goal Point
1: Input: C, Cobs, ps, pg
2: Output: V , B
3: Initialize: Ĉobs = Cobs ∪ {ps, pg}
4: Determine the VB V for C and Ĉobs
5: Determine all BPs B on the VB
6: Determine Vs ⊆ B as the BPs on the circle around ps
7: Determine Vg ⊆ B as the BPs on the circle around pg
8: Connect ps/pg to the respective BPs in Vs/Vg
9: Remove all segments of V on the circles around ps/pg

That is, the proposed algorithm first determines the GVD
for the image with the modified obstacle region Ĉobs = Cobs∪
{ps, pg} (line 3) with the VB V . This GVD has the property
that the start point ps and the goal point pg are encircled by the
VB as illustrated in Fig. 3 (a). Then, the algorithm determines

FIGURE 3. Connection of ps and pg to V: (a) GVD; (b) BPs; (c) Connection
to BPs on Vs and Vg; (d) Resulting V .

FIGURE 4. (a) Original GVD with BPs; (b) Artificial BP b5.

all BPs on V (line 5). The BPs on the circle around ps are
identified as Vs (line 6), whereas the BPs on the circle around
pg belong to Vg (line 7) as can be seen in Fig. 3 (b). Then, the
points ps/pg are connected to the corresponding BPs in Vs/Vg
(line 8). This procedure is depicted in Fig. 3 (c). Finally, the
unnecessary parts of the circles around ps and pg are removed
(line 9) to obtain the resulting VB V in Fig. 3 (d).

Using the outputs V , B of Algorithm 1, we next compute
a graph G = (V ,E) that characterizes the connectivity of the
VB. That is, the vertexes of G are defined as V = B and the
edges E contain all (unordered) pairs {bi, bj} with bi, bj ∈ V
such that there is a direct connection between bi and bj on V .
We further take into account the special case, where different
connections between a pair of vertexes bi, bj exist on V . This
case can for example be seen in Fig. 4. Here, there are two
connections between the BPs b1 and b4. In order to resolve
this ambiguity, we simply insert an artificial BP on one of the
connections (for example the longer one as in Fig. 4 (b)) and
update the edges accordingly.

The graph for the example environment in Fig. 4 is given
by the vertexes V = {ps, pg, b1, b2, b3, b4, b5} and the edges
E = {{ps, b1}, {ps, b2}, {b1, b4}, {b1, b5}, {b2, b3}, {b2, pg},

134768 VOLUME 8, 2020



M. R. H. Al-Dahhan, K. W. Schmidt: Voronoi Boundary Visibility for Efficient Path Planning

FIGURE 5. Graph for the example environment.

TABLE 1. k = 6 shortest start-goal walks for the example.

{b3, pg}, {b3, b4}, {b4, b5}}. We finally label each edge
{bi, bj} ∈ E by the path length |Pbi,bj | on V between the BPs
bi and bj. The labeled graph for the example environment is
shown in Fig. 5.

For the graphG = (V ,E), we define a walk inG by a finite
sequence of vertexes (v1, v2, . . . , vn) with v1, . . . , vn ∈ V
such that each edge {vi, vi+1} ∈ E for i = 1, . . . , n − 1.
In particular, we are interested in walks from ps to pg, that
is, v1 = ps and vn = pg. In order to avoid confusion with
the notion of a ‘‘path’’ in the robot environment, we use the
notion of a start-goal walk for a walk from ps to pg in G.
Using G, it is possible to determine the shortest start-goal
walk along V using the A? search algorithm [49] (we denote
the overall algorithm as VA? in the sequel). Moreover, it is
possible to compute the k shortest (cycle-free) start-goal
walks using Yen’s algorithm [50]. Accordingly, we introduce
the notation W1, . . . ,Wk to denote the k shortest (collision-
free) start-goal walks from ps to pg along V . We further
note that the maximum number of different shortest start-goal
walks depends on the topology of each environment and
can also be determined by Yen’s algorithm. For the example
environment, there are 6 different start-goal walks, which are
given in Table 1.

For each edge {vi, vi+1} ∈ E , we write Pvi,vi+1 ⊆ V for the
corresponding path between the points vi, vi+1 ∈ V (recall
that V = B). Then, the path PWj ⊆ V that corresponds to a
start-goal walk Wj = (v1, . . . , vn), is given by the concate-
nation of the paths Pv1,v2 , . . . ,Pvn−1,vn (note that v1 = ps
and vn = pg). Accordingly, any path PWj , j = 1, . . . , k ,
constitutes a solution of the path planning problem and there
is no solution of the path planning problem if k = 0.

B. VORONOI BOUNDARY VISIBILITY ALGORITHM
It is a well-known fact that robot paths following the VB V
take unnecessary turns and are hence comparably long [16],
[18], [34]. Accordingly, we suggest to first employ a shortcut

heuristic to reduce the path length. Our method uses the
information obtained from the VB V and the corresponding
graph G in Section III-A to determine a collision-free path
PVV = (p1, . . . , p|PVV|) such that {p1, . . . , p|PVV|} ⊆ V .
Since our algorithm is based on the visibility of points

on V , we denote it as VB Visibility (VV) algorithm. We next
explain the VV algorithm following the pseudo-code given
in Algorithm 2. It is based on an initial solution path
P = (p1, . . . , p|P|) that is for example obtained from a
start-goal walkWj as in Section III-A and the obstacle region
Cobs (line 1). The algorithm then determines two different
sequences of waypoints to be followed. In the first case (l = 1
in line 3), the algorithm follows the given path P from ps
to pg. In the second case (l = 2), the waypoints of P are
ordered in the reverse direction from pg to ps (line 5). PVV is
initialized with p1, which is equal to ps for l = 1 and to pg for
l = 2 (line 5). Moreover, the points pcur and plast keep track
of the current point to be explored and the last collision-free
connection point, respectively. The algorithm loops over all
points in P (line 6). It is then checked if the straight-line
connection from pcur to pi is collision-free (flag = true in
line 7). If flag is true, plast is updated since there is no col-
lision on the straight-line connection from pcur to pi (line 9).
If flag is false, it holds that the straight-line connection from
pcur to pi intersects with the obstacle region Cobs (line 10).
Nevertheless, we know from the previous iteration (where
flag must have been true) that the straight-line connection
from pcur to plast is collision-free. Hence, we accept plast
on the solution path (line 11) and restart the search for a
collision-free connection from plast (line 12 and 13). The
search for new points terminates if a connection to the goal
point pg is found (line 14). The algorithm finally compares
the two solution paths P1 (for l = 1) and P2 (for l = 2) and
returns the shorter one as the result. In the sequel, we denote
the path PVV resulting from Algorithm 2 as a VV-path.

Algorithm 2 ComputeVV(P, Cobs)
1: Input: P, Cobs
2: Output: PVV
3: for l = 1, 2 do
4: if l = 2 then
5: ∀i = 1, . . . , |P|: pi = p|P|−i+1

Initialize: Pl = (p1); pcur = p1; plast = p1
6: for k = 2, . . . , |P|1 do
7: flag = CollisionFree(pcur, pi)
8: if flag = true then
9: plast = pi
10: else
11: Pl = (Pl, plast)
12: pcur = plast
13: k = k − 1
14: if plast = p|P| then
15: break
16: return argminP1,P2{L(P1),L(P2)}
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FIGURE 6. VV-path illustration for: (a) PW1
with L(PVV) = 657.1; (b) PW2

with L(PVV) = 677.5; (c) PW3
with L(PVV) = 755.0; (d) PW5

with
L(PVV) = 840.1.

For illustration, we compute the VV-paths for W1, W2,
W3 and W5 in Table 1. That is, for i = 1, 2, 3, 5, we apply
Algorithm 2 with the initial path PWi . The resulting VV-paths
are shown in Fig. 6.
Remark 1: We note that shortcut heuristics with the same

objective of reducing the number of waypoints and removing
unnecessary turns were introduced in [16], [51]. Different
from our algorithm, the algorithm in [16] suggests to itera-
tively remove points from a given path P if the connection
between its adjacent points is collision-free. Although this
method is also able to reduce the path length, we will show
in Section IV that our algorithm generally leads to shorter
paths. For later usage, we refer to the algorithm in [16] as the
Remove Redundancy (RR) algorithm. In addition, we intro-
duce the function RemoveRedundancy in the form

PRR = RemoveRedundancy(P, Cobs)

such that PRR is the solution path when applying the RR
algorithm with an initial solution path P.
The algorithm in [51] also uses the idea of checking con-

nections to waypoints until a collision is detected. Differently,
that algorithm only evaluates the path from ps to pg but omits
the path from pg to ps. It is obtained from Algorithm 2 by
iterating only for l = 1 in line 3. �

For illustration, we show two paths that are obtained
for the initial path PW1 of the example environment.
Fig. 7 (a) and (b) depict the solution paths PVV and PRR
obtained from ComputeVV and RemoveRedundancy,
respectively. It can be seen that both paths select waypoints
on PW1 . Hereby, PVV defines a shorter connection since
computeVV looks ahead more.

FIGURE 7. (a) PVV with L(PVV) = 657.1; (b) PRR with L(PRR) = 666.2.

C. VV WITH INTERMEDIATE POINTS
The VV-paths computed by Algorithm 2 are able to avoid
unnecessary turns when following the VB as can be seen in
Fig. 6. Nevertheless, it is still the case that VV-paths have
unnecessary corners that increase the path length. Accord-
ingly, we suggest to apply the technique of adding Steiner
points in order to cut corners. We note that this technique
was first introduced in [16]. Nevertheless, in this paper we
propose a particular combination with Algorithm 2 and the
graph G that both reduces the computation time and enables
the reduction of the path length.

We first formalize the technique in [16] in Algorithm 3
for later usage in our improved algorithms. The algorithm is
denoted as ComputeST since it introduces Steiner points to
compute a solution path PS (line 2) based on a given feasible
path P that is for example obtained from Algorithm 2, the
obstacle region Cobs and a distance value 1 (line 1). The
solution path is initialized with the given path (line 3) and the
algorithm terminates if PS only contains the start and goal
point (line 5). Otherwise, the algorithm repeats the following
iteration (line 6 to 22): The algorithm tries to reduce the path
length by looking at 3 consecutive points pL, p, pR (line 7)
starting from ps = PS[1]. Hereby, the notation PS[i] denotes
the i-th waypoint in PS and the main idea is to remove a
potential corner with pwhenmoving from pL to pR. Then, the
algorithm tries to put new points pSL and pSR between p, pL
and p, pR. These points are generated at increasing distances
k · 1 from p (line 12). pSL and pSR are accepted as new
waypoints if their straight-line connection is collision-free
(line 15). No more new points can be generated if there is
a collision (line 17) or the generated points do no longer
lie between p, pL and p, pR (line 11). After completing the
generation of new points, the algorithm checks if any new
points could be found (line 18). If there are new points, the
original point p is removed from PS and replaced by p̂SL and
p̂SR (line 19). Then, the algorithm continues from the next
unvisited waypoint (line 20 or 22). If the goal point pg is
reached (line 9), the inner loop (line 9) terminates. If no more
improvement in the solution path PS can be achieved (line 6),
PS is returned.

Fig. 8 illustrates the successive application ofcomputeVV
in Algorithm 2 and Algorithm 3 for the initial paths PW1 and
PW2 in Fig. 6. In both cases, it can be seem that additional
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Algorithm 3 ComputeST(P, Cobs, 1)
1: Input: Collision-free path P = (p1, . . . , p|P|) such that
p1 = ps and p|P| = pg; Cobs; 1

2: Output: Solution path PS
3: Initialize: PS = P; nold = ∞
4: if |PS| = 2 then
5: return PS
6: while |PS| 6= nold do
7: nold = |PS|; p = PS[2]; pL = PS[1]; pR = PS[3]
8: dL = d(pL, p); dR = d(pR, p); uL =

pL−p
dL

; uR =
pR−p
dR

9: while p 6= pg do
10: p̂SL = p; p̂SR = p; k = 1
11: while k ·1 < dL and k ·1 < dR do
12: pSL = p+ uL · k ·1; pSR = p+ uR · k ·1
13: flag = CollisionFree(pL, pR)
14: if flag = true then
15: p̂SL = pSL; p̂SR = pSR
16: else
17: break
18: if p̂SL 6= p then
19: PS = (ps, . . . , pL, p̂SL, p̂SR, pR, . . . , pg)
20: p = p̂SL
21: else
22: p = pR
23: return PS

FIGURE 8. (a) Algorithm 2 for PW1
with L(PVV) = 657.1; (b) Algorithm 2

and 3 for PW1
with L(PS) = 637.0; (c) Algorithm 2 for PW2

with
L(PVV) = 677.5; (d) Algorithm 2 and 3 for PW2

with L(PS) = 645.4.

waypoints are introduced in order to remove unnecessary
corners in the VV-paths.

D. OVERALL PATH COMPUTATION
As can be seen in Fig. 8, the length of solution paths can
be reduced when applying Algorithm 2 and 3 consecutively.

Nevertheless, it also has to be noted that the solution path
PS of Algorithm 3 can have an increased number of way-
points since it repeatedly adds newwaypoints. That is, shorter
connections between some of the added waypoints might be
possible. Accordingly, we next define two particular combi-
nations of Algorithm 2 and 3 for the efficient computation of
short solution paths with a small number of waypoints. The
first method, which constitutes the main contribution of the
paper, is stated in Algorithm 4. Here, the input parameters
1init and 1min represent the initial and minimum distance
value for the refinement according to Algorithm 3. The
algorithm first computes the VB B and the set of BPs B
according to Algorithm 1 (line 3) and then determines the
k shortest paths PW1 , . . . ,PWk from ps to pg along the VB
following the graph construction in Section III-A (line 4).
Then, the shortest path is initialized with the shortest path
PW1 along the VB and the algorithm tries to reduce all the
paths PWk , i = 1, . . . , k (line 6 to 14). In each iteration, the
solution candidate P is initialized with PWi . The algorithm
first applies the VV algorithm (line 8) and then repeatedly
inserts Steiner points inP in order to remove corners (line 10).
Hereby, 1 is decreased until the minimum resolution given
by 1min is reached (line 9 and 12). Moreover, ComputeVV
is repeatedly applied (line 11) in order to keep the number of
points in PS small. At the end of each iteration, the solution
candidate is updated if the current path P is shorter than the
previously found paths (line 14). The algorithm returns the
shortest path PS found among all the candidates (line 15).
Since Algorithm 4 repeatedly adds Steiner points and applies
VB visibility, it is denoted as VV-ST-R algorithm.

Algorithm 4 VV-ST-R(C, Cobs, ps, pg, k, 1init, 1min)

1: Input: C; Cobs; ps; pg;1init; 1min.
2: Output: Solution path PS
3: Compute V and B using Algorithm 1
4: Compute the k shortest paths PW1 , . . . ,PWk as described

in Section III-A
5: Initialize: PS = PW1

6: for i = 1, . . . , k do
7: P = PW1 ; 1 = 1init
8: P = ComputeVV(P, Cobs)
9: while 1 ≥ 1min do

10: P = ComputeST(P, Cobs, 1)
11: P = ComputeVV(P, Cobs)
12: 1 = 1/2
13: if L(P) < L(PS) then
14: PS = P
15: return PS

The second method is a modification of Algorithm 4 that is
stated for comparison with the work in [16]. The main differ-
ence betweenAlgorithm 4 and 5 is the usage ofComputeVV.
While this function is used repeatedly in each iteration of the
while loop in Algorithm 4, it is only used at the beginning
and end of the computation for each shortest path PWi in
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Algorithm 5 (line 8 and 12). Accordingly, Algorithm 5 is
denoted as VV-ST algorithm.

Algorithm 5 VV-ST(C, Cobs, ps, pg, k, 1init, 1min)

1: Input: C; Cobs; ps; pg;1init; 1min.
2: Output: Solution path PS
3: Compute V and B using Algorithm 1
4: Compute the k shortest paths PW1 , . . . ,PWk as described

in Section III-A
5: Initialize: PS = PW1

6: for i = 1, . . . , k do
7: P = PW1 ; 1 = 1init
8: P = ComputeVV(P, Cobs)
9: while 1 ≥ 1min do
10: P = ComputeST(P, Cobs, 1)
11: 1 = 1/2
12: P = ComputeVV(P, Cobs)
13: if L(P) < L(PS) then
14: PS = P
15: return PS

Remark 2: We note that Algorithm 5 is shown in this
paper in order to evaluate the improvements of our method
compared to [16]. In particular, using k = 1 and replac-
ing ‘‘ComputeVV’’ by ‘‘RemoveRedundany’’ in line 8
and 12 leads to the algorithm in [16]. This algorithm is
denoted as RR-ST algorithm in the sequel since it applies
the RR algorithm and uses the addition of Steiner points. The
comprehensive evaluation in Section IV will reveal that both
Algorithm 4 and 5 lead to considerable reductions in the path
length without increasing the computation time. We further
note that we evaluated different methods for creating addi-
tional waypoints. For example, [52] uses the idea of Bisection
in order to generate Steiner points on neighboring edges of a
solution path. Nevertheless, there was no considerable effect
on the final result (regarding path length and computation
time) when using different methods. �
For illustration, we apply Algorithm 4 and 5 to the paths

PW1 and PW2 of the example environment as shown in Fig. 9.
Due to the repeated application of the VV algorithm in
Algorithm 4, it is the case that shorter solution paths are
found by this algorithm. Specifically, we get L(PS) = 633.9,
L(PS) = 635.6, L(PS) = 631.6 and L(PS) = 644.6 for
the solution paths in Fig. 9 (a), (b), (c) and (d), respectively.
It is further interesting to note that the solution path of
Algorithm 4 for the second-shortest start-goal walkW2 along
VB is shorter than the solution path for the shortest start-goal
walkW1 alongVB. This demonstrates the advantage of taking
into account several short start-goal walks instead of only the
shortest start-goal walk.

E. INFLATED OBSTACLE REGION
In addition to finding a shortest path in a given environment,
it is frequently required to determine a path that keeps a
minimum safety distance DS from the obstacle region Cobs

FIGURE 9. (a) Algorithm 5 for PW1
with L(PS) = 635.6; (b) Algorithm 4 for

PW1
with L(PS) = 633.9; (c) Algorithm 5 for PW2

with L(PS) = 644.6;
(d) Algorithm 4 for PW2

with L(PS) = 631.6.

[15], [16], [20], [20], [24]. That is, it is desired for the solution
path Ps that

d(PPS , Cobs) > DS. (11)

In order to address this issue within the proposed method-
ology, we define the inflated obstacle region Cobs(DS) that
contains all points in C, whose distance from Cobs is less or
equal to DS:

Cobs(DS) = {p ∈ C|d(p, Cobs) ≤ DS}. (12)

In particular, it holds that Cobs = Cobs(0). A viable method for
determining Cobs(DS) in a digital map is to inflate Cobs using
the morphological dilation operation [20]

Cobs(DS) = Cobs ⊕ BDS =

⋃
b∈BDS

Cobs,b, (13)

whereby BDS represents a disk with radius DS, ⊕ represents
the dilation operation and Cobs,b is the translation of Cobs
by b ∈ BDS .

Using Cobs(DS) instead of Cobs, all the algorithms in the
previous sections (Algorithm 1 to 5) can be applied in order
to find short solution paths that keep a distance of at least
DS to the obstacle region Cobs. In this case, we first compute
Cobs(Ds) using (13) and determine the VB for the resulting
map with inflated obstacle region using Algorithm 1. After
that, we apply Algorithm 4 using Cobs(DS) to obtain a solution
path PVV.
For illustration, we apply the proposed method to the

example environment. The inflated obstacle region and the
resulting safe solution paths for DS = 5 and DS = 10 are
shown in Fig. 10. As can be seen from Fig. 9 (d) and Fig. 10,
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FIGURE 10. Inflated obstacle region for the example environment:
(a) Cobs(5) with L(PS) = 636.9; (b) Cobs(10) with L(PS) = 642.4.

the solution paths become longer as the safety distance
increases. This is expected since the available free space for
the robot motion is reduced for larger values of DS.

IV. EVALUATION
In this section, we evaluate the solution paths PVV of the pro-
posed algorithms regarding the obtained path length L(PVV)
and the computation time TVV for obtaining the solution path.
To this end, we compare the obtained solutions to several
state-of-the-art methods for a large variety of environment
maps. All the algorithms are implemented in Matlab [53] and
run under the same conditions on a Laptop with Intel(R)
Core(TM) i7-4510 CPU @ 2.60Ghz processor and 6GB
RAM. Section IV-A investigates the properties of the VV
algorithm for maps with different properties. A compre-
hensive comparison of different algorithms is provided in
Section IV-B and IV-C.

A. PROPERTIES OF THE VV ALGORITHM
We first analyze the properties of the proposed path planning
algorithm depending on its constituent components. That
is, we evaluate the improvements achieved when applying
Algorithm 4 compared to Algorithm 2 and 5. For comparison,
we also show the results when using the VA? algorithm as
explained in Section III-A, the RR algorithm and the RR-ST
algorithm according to [16] and the PRM* algorithm in [13].
Here, the PRM* algorithm is applied with a large number
of 15 000 samples (denoted as PRM*-L) and serves as a
reference due to its proven convergence to a shortest path.
A brief description of the PRM* algorithm is provided in
Section I of the supplementary material.

Our evaluation in this section is based on four maps which
feature different properties and that are shown together with
their graphs in Fig. 11 and 12. Since this section focuses on
the evaluation of the VV algorithm, we denote these maps as
VV1, VV2, VV3, VV4. The maps VV1 and VV2 in Fig. 11
allow for multiple start-goal walks with similar length in their
respective graphs GVV1 and GVV2. Hereby, VV1 provides
scattered circular and polygonal shapes that leave sufficient
space for the robot motion, whereas the maze map VV2
offers tight passages as well as regions with free space. The
maps VV3 and VV4 in Fig. 12 have a single start-goal walk.
Although there is sufficient space for the robot motion in

FIGURE 11. Environment maps and corresponding graphs: (a) VV1;
(b) VV2.

FIGURE 12. Environment maps and corresponding graphs: (a) VV3;
(b) VV4.

VV3, this maps requires sharp turns of the robot. Differently,
the map VV4 is a maze map with curved obstacle boundaries
and tight passages. For each map, we consider three scenarios
with safety distances of DS = 0 (original map), DS = 5
and DS = 10 in order to validate the performance of our
algorithm in the case of minimum clearance requirements for
path safety as specified in Section III-E.

We first compare the different methods regarding the path
length. The obtained results for the different maps are shown
in Fig. 13 to 16. It is readily observed that VV-ST-R in
Algorithm 4 produces the shortest paths among the VB-based
algorithms for all the maps and for all the considered
safety distances DS. It can also be seen that replacing the
function RemoveRedundancy in [16] by the proposed
VV-algorithm (Algorithm 2) already leads to a consider-
able improvement. That is, VV improves on RR and VV-ST
improves on RR-ST. Moreover, an additional improvement
is achieved by VV-ST-R since it iteratively removes corners
by adding Steiner points and then reduces the number of
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FIGURE 13. Path length comparison for VV1.

FIGURE 14. Path length comparison for VV2.

FIGURE 15. Path length comparison for VV3.

FIGURE 16. Path length comparison for VV4.

waypoints using the VV-algorithm. Hereby, it is interesting to
note that VV-ST-R produces path lengths that are either very
close to or shorter than the ones from the close-to-optimal
PRM*-L paths.

In addition, our results regarding the computation time
are depicted in Fig. 17 to 20. Here, we note that the com-
putation time for PRM*-L is not shown in these figures
since it exceeds 10min and the computation time for all the
algorithms includes the computation of the GVD, which is
the prerequisite of all the VB-based algorithms. Since both
the RR algorithm and the RR-ST algorithm are based on

FIGURE 17. Computation time comparison for VV1.

FIGURE 18. Computation time comparison for VV2.

FIGURE 19. Computation time comparison for VV3.

FIGURE 20. Computation time comparison for VV4.

finding the shortest start-goal walk along the VB, the com-
putation of this walk using the VA? algorithm is included in
their computation time. Differently, the computation time for
the proposed algorithms VV, VV-ST and VV-ST-R includes
the computation of k shortest start-goal walks using Yen’s
algorithm. In our experiments, we use k = 4. It holds that
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TABLE 2. Number of iterations for the different algorithms.

all algorithms show a similar computation time with slight
variations depending on the chosen map. Hereby, it is inter-
esting to point out that applying the VV-algorithm repeatedly
(VV-ST-R) as suggested in Algorithm 4 reduces the path
lengths compared to Algorithm 5 and the algorithm in [16]
without increasing the computation time.

According to our analysis, the computation time of the
algorithms RR-ST, VV-ST and VV-ST-R is dominated by the
insertion of Steiner points usingComputeST. That is, a good
indicator for the computation time is the number of iterations
in the while loop in line 9 of Algorithm 3. Table 2 shows this
number of iterations for the different algorithms and maps
considered in this section. Hereby, we note that the displayed
number of iterations for the RR-ST algorithm includes a
single start-goal walk, whereas up to k = 4 start-goal walks
are considered for the VV-ST algorithm and the VV-ST-R
algorithm depending on the map.

It is readily observed that the smaller computation time
of VV-ST-R is related to the smaller number of iterations
compared to the other methods. The main reason for this
outcome is the repeated application of the VV algorithm,
reducing the number of waypoints of the intermediate solu-
tions paths P supplied to the function ComputeST in
Algorithm 4 and 5. Hereby, it has to be noted that the num-
ber of waypoints generally increases when adding Steiner
points, whereas the number of waypoints is reduced by the
application ofRemoveRedundancy orComputeVV. Con-
sidering RR-ST and VV-ST, it holds that the number of
waypoints is only reduced at the beginning (line 8) and end
(line 12) of the corresponding Algorithm 5. Accordingly, the
intermediate solution paths in line 10 of Algorithm 5 poten-
tially accumulate a large number of waypoints, leading to an

FIGURE 21. Solution paths for VV1 and DS = 5.

FIGURE 22. Solution paths for VV2 and DS = 10.

increased number of iterations when applying ComputeST.
Differently, using VV-ST-R, the number of waypoints of
intermediate solutions paths P supplied to ComputeST in
line 10 of Algorithm 4 is directly reduced after adding Steiner
points withComputeST by applyingComputeVV in line 11
of Algorithm 4. Hence, a smaller number of iterations is
required when adding Steiner points using ComputeST. In
summary, this discussion further clarifies the advantage of
iteratively adding new waypoints and then removing unnec-
essary waypoints by the VV-ST-R algorithm.

In addition to the computational results, Fig. 21 to Fig. 24
show a selection of solution paths for different maps and
methods (the complete set of figures with an animation of the
iteration steps is shown in Section II of the supplementary
material. The experiment can be repeated using the code in
[54]). Fig. 21 and 22 illustrate that the solution paths of
Algorithm 4 do not necessarily follow the shortest start-goal
walk, which is different from the algorithm in [16]. Further-
more, Fig. 23 and 24 highlight that the paths generated by
Algorithm 4 are able to tightly follow the shape of obstacles,
while favoring straight-line connections in free space. As a
result, these paths are even shorter than the paths obtained
from applying the PRM*-L algorithm with a large number of
nodes.
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FIGURE 23. Solution paths for VV3 and DS = 5.

FIGURE 24. Solution paths for VV4 and DS = 0.

B. COMPARISON WITH STATE-OF-THE-ART ALGORITHMS
The results in the previous section indicate that the VV-ST-R
algorithm outperforms other algorithms that are based on a
refinement of solution paths that follow the VB. We next
perform a comparison of this algorithm with several state-
of-the-art sampling-based path planning methods. To this
end, we consider the 15 different maps in Fig. 25 that were
previously used in path planing applications.

For the comparison, we choose the PRM* algorithm,which
extends the Probabilistic Roadmap (PRM) algorithm, and
the RRT* algorithm, which extends the Rapidly exploring
Random Tree (RRT) algorithm, since these algorithms are
probabilistically complete and asymptotically optimal [13].
In addition, we apply the Fast Marching Tree (FMT) algo-
rithm that is supposed to generate shorter paths than PRM*
and RRT* with a reasonable computation time without being
asymptotically optimal [27]. Finally, the very recent Confi-
dence Random Tree (CRT) algorithm is tailored for finding
solution paths that keep a safe distance from obstacleswithout
computing the GVD [24]. A description of these algorithms
is provided in Section I of the supplementary material. For
all these sampling-based algorithms, we take the average
of 100 trials andwe select a suitable number of nodes/samples

FIGURE 25. Maps for the comparative evaluation.

in order to ensure finding a solution path in more than 98%
of the trials. In addition, similar to the previous section,
we perform runs of the PRM*-L algorithm with 15 000 nodes
and a long computation time above 10 minutes as a reference
for close-to-optimal paths.

The results of our computational experiments are summa-
rized in Table 3 and 4. For convenience the cells of themethod
with the shortest path and the shortest computation time are
shaded in gray. As the first main observation, it can be seen
that the VV-ST-R algorithm always generates the shortest
path among the algorithms that produce a solution path in a
practical time. In addition, VV-ST-R has the smallest compu-
tation time in almost all of the cases. As a further advantage,
the VV-ST-R algorithm is guaranteed to find a solution path
if such path exists since it starts from a connection of the start
and goal point along the VB. The implication of this fact
can for example be seen when inspecting the computation
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TABLE 3. Path length comparison.

TABLE 4. Computation time comparison.

time for the map Z7 or Z12 for DS = 5. Here, PRM* and
FMT require a large number of nodes in order to find a
solution path since (i) there is only a narrow passage between
obstacles and (ii) most of the sampled nodes are generated in
the obstacle region or in the part of the free space that does
not contribute to the solution path. In contrast, VV-ST-R is
able to shorten the initial solution path, which is given by the
connection of ps and pg along the VB.

We further highlight several interesting observations from
the solutions obtained using the VV-ST-R algorithm for the
maps Z6, Z9, Z10, Z14 and Z15. A comparison of the solution
paths for VV-ST-R, PRM*-L and RR-ST can be found in
Fig. 26. The upper plot shows Z6 for DS = 0. Here, it can
be seen that VV-ST-R is able to generate solution paths that
turn around sharp corners, while finding short connections in
free space. In contrast, RR-ST cannot reduce the path length
in case the generated waypoints become too close to each
other. This observation is also supported by the second plot
for Z9 and DS = 0. This plot further illustrates that the
solution paths of VV-ST-R can tightly follow straight walls.
This is not the case for the solution paths of the PRM*-L
algorithm, which depend on the locations of the randomly

sampled nodes. The middle plot shows solution paths for Z10
and DS = 0. It can be readily observed that solution paths
generated by VV-ST-R can follow curved objects by placing
an increased number of waypoints where necessary. The sec-
ond plot from the bottom with Z14 and DS = 5 illustrates the
advantage of computing solution paths for multiple start-goal
walks along the VB. Here, VV-ST-R chooses a different
start-goal walk and is hence able to generate a solution path
that is considerably shorter than the path for RR-ST. Finally,
the lower plot with Z15 demonstrates that solution paths with
a reduced number of waypoints are obtained when applying
the VV-ST-R algorithm. For completeness, the solution paths
of VV-ST-R for the remaining maps and DS = 0 are shown
in Fig. 27.

We next discuss the ability of the VV-ST-R algorithm
to compute safe solution paths with a specified minimum
clearance. To this end, we writeDCRT for the minimum safety
distance obtained for each map by applying the CRT algo-
rithm, which tries to maximize the obstacle clearance at each
point of the solution path. Then, we select DS = DCRT + 1
as the safety distance for the other methods. We note that
this choice of DS is made in order to compare the idea of
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FIGURE 26. Several interesting cases of solution paths for VV-ST-R,
PRM*-L and RR-ST.

inflating the obstacle region with a method that generates
safe paths without inflating the obstacle region. In principle,
any choice of DS would be possible as long as there is a
connection between ps and pg along the VB. In addition
to path length and computation time, we also investigate the
minimum distance to Cobs as shown in Table 5.
Looking at the results for the path length, we first note that

the methods based on the inflated obstacle region are able
to find a shorter solution path than the CRT algorithm. This
is an expected result since the CRT algorithm is targeted for
achieving a maximum obstacle clearance. Most importantly,
VV-ST-R always finds the shortest safe solution paths among
all the methods with a practical computation time. In most of
the cases, the solution paths of VV-ST-R are determined with

FIGURE 27. Solution paths of VV-ST-R for different maps.

the shortest computation time and are as well shorter than the
ones of PRM*-L.

We finally illustrate the findings of this experiment by
comparing the solution paths of VV-ST-R, PRM*-L and CRT
for the maps Z4, Z13 and Z14 in Fig. 28. Here, we first
note that both PRM*-L and CRT require a large number of
waypoints, leading to large computation times. The upper plot
shows that, even all the methods follow the same start-goal
walk, the shortest path is computed by VV-ST-R due to
the effective placement of a small number of waypoints.
In contrast, the solution paths of CRT show unnecessary
turns since this algorithm tries to find a path with the high-
est confidence of avoiding obstacles but without knowledge
about the VB. This is true both in cases where CRT follows
the correct start-goal walk (upper and center plot) and in
cases where CRT follows a different start-goal walk (bottom
plot). Furthermore, the safety distance achieved by CRT is
a result of applying the algorithm and cannot be adjusted as
for VV-ST-R by setting DS. We note that the complete set of
solution paths for the different maps is given in Section III
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TABLE 5. Performance evaluation for safe paths with DS = DCRT + 1.

FIGURE 28. Comparison of safe solution paths.

of the supplementary material and the related Matlab code is
available in [54].

C. COMPARISON TO THE VISIBILITY GRAPH
COMPUTATION
It is a well-known fact that Visibility Graphs (VGs) can be
used to find the shortest straight-line path between start and
goal points in robot environments with polygonal obstacles
[32], [55]. Hereby, the computation time strongly depends on
the number of obstacle vertexesNV that need to be considered

TABLE 6. Path length and computation time comparison for VV-ST-R
and VG.

during the computation. In this section, we compare the solu-
tion paths of the proposed method in Algorithm 4 and from
the VG for polygon maps with different numbers of obstacle
vertexes. The obtained results are summarized in Table 6 and
the solution paths are shown in Fig. 29 to 32.

It is readily observed that the number of vertexes signif-
icantly affects the computation time when using the VG.
Differently, the VV-ST-R algorithm is able to compute close-
to-optimal solution paths in a very short time. In this con-
text, we note that Table 6 reveals a common property of
solution paths obtained from the VG. Since the shortest
paths in the VG are generally tangent to obstacles or cross
obstacle vertexes, they contain semi-free configurations. That
is, robots will be in contact with the obstacle (zero clear-
ance) when passing such configurations [36]. In contrast,
our method determines solution paths that are completely
outside obstacles. The slightly longer solution paths obtained
by the VV-ST-R algorithm are due to this property of the VG.
We further emphasize that the VG is only applicable as an
exact method for polygon maps. Hence, a great advantage
of the proposed VV-ST-R algorithm is the computation of
close-to-optimal solution paths for general maps with very
small computation times. This is for example confirmed for
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FIGURE 29. VG comparison for the map VV3.

FIGURE 30. VG comparison for the map Z4.

FIGURE 31. VG comparison for the map Z13.

FIGURE 32. VG comparison for the map Z15.

the map in Section III and the maps VV1, VV4 and Z10 with
curved objects.

V. CONCLUSION
The subject of this paper is the path planning problem for
mobile robots in a two-dimensional configuration space with
obstacles. Hereby, we consider the practical case, where
an environment map is given as a digital map instead of
a collection of geometric objects with precise coordinates.
When solving the described path planning problem, different
performance metrics have to be taken into account. First,
it is desired to compute robot paths that are as short as
possible. Second, it is beneficial for safety if solution paths
have a specified minimum obstacle clearance. Finally, it is
very important for real-time applications to generate suitable
paths with a short computation time.

In order to address the stated requirements, we develop
a new path planning method that uses information about
the topology of the environment that is obtained from the
generalized Voronoi diagram (GVD) in order to determine
initial solution paths. These paths are then refined by iter-
atively removing waypoints to realize shortcuts and adding
newwaypoints to cut corners. Since the solution paths in each
iteration contain a small number of waypoints, our method is
computationally efficient, while producing close-to-optimal
solutions. Hereby, our method is guaranteed to find a solution
path whenever such path exists.

Our comparative evaluation with different state-of-the-art
methods and a large number of maps with different properties
shows that the proposed algorithm is able to produce better
solution paths in a short time.We further demonstrate that our
method allows addressing path safety by using environment
maps with inflated obstacles.

The proposed method is currently formulated for static
environments with straight-line solution paths. Accordingly,
our future work will focus on the extension to environments
with dynamic obstacles and the application of smoothing to
make the generated solution paths usable for nonholonomic
robots.
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