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ABSTRACT

OBJECT TRACKING IN STEREO VIDEO FRAME SEQUENCES

KEFEL, Serkan
M.S.c., Department of Computer Engineering

Supervisor: Asst. Prof. Dr. Abdiil Kadir GORUR

June 2008, 53 pages

Tracking in video refers to the process of logatinoving objects in the
following video frames. It is an important topicdahas various application fields
such as robotics, military, etc. In this thesis,ving object tracking in stereo video
sequences is studied. Tracking is done by seveoakpses. First, the object, that is
going to be tracked, is detected, and extracteah fits background. Then, a noise
elimination process follows that, where we detedsd candidates and eliminate
them. After key features of the target object aathgred, we can track the object by
searching these features in the following framaisages.

Keywords: Stereo, Video, Object Tracking.



Oz

STEREO MDEO KARELERINDE NESNEIZLEME

KEFEL, Serkan
Yuksek Lisans, Bilgisayar MuhendigliAnabilim Dali

Tez Yoneticisi: Yard. Dog. Dr. Abdiil Kadir GORUR

Haziran 2008, 53 sayfa

Videoda izleme, nesnelerin takip eden karelerdé&kinumlarinin
belirlenmesi gidir. Onemli bir konudur ve robotik, askeri vb. gitegisik uygulama
alanlari mevcuttur. Bu tezde, hareket eden nesnelakip eden stereo video
karelerinde izlenmesi callmistir. Takip etme, birkagsiemden olgur. Oncelikle
takip edilecek nesne belirlenir ve arka planindgmila. Daha sonra gorintide var
olan gdrultilerin ayiklanmasislemi yapilir. Bulunan anahtar kisimlarin gelen
goruntd karelerinde bulunmasi ile nesne takip bdite

Anahtar Kelimeler: Stereo, Video, Nesrgleme.
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CHAPTER 1

INTRODUCTION

Tracking can refer to several different meaningditerature. For instance,
tracking in education means separating childrea different classes according to
their academic ability [1], whereas tracking in agpaphy refers to the process of
uniformly increasing or decreasing the space batvedldetters in a block of text [1].
In this thesis, tracking in video is studied.

The process of locating a moving object in seqakntdeo frames is called
video tracking. It has a lot of application areascomputer vision such as video
compression, robot technology, video surveillanodject recognition, video
segmentation and so on. Because of this wide agtjgit area, there exists many
algorithms about video tracking. However, they atd#l not perfect due to the

complexity of construction of vision.

1.1 Difficulties in Tracking

Regardless of the algorithm, getting pixels frdre tamera or video frames,
one at a time, into an array is always the firgpsfThat array is a list of number
which includes the location, and the relative level red, green, and blue light at

that location. We perform algorithms on that arsaych as segmentation.
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Segmentation is one of the major topics in imagecgssing and computer
vision. It refers to the process of partitioningligital image into multiple regions.
The goal of segmentation is to simplify and/or dethe representation of an image
into something that is more meaningful and easieanalyze. It is mostly used to
locate objects and its boundaries in an image. ellaists several algorithms and
techniques that have been developed for image segtitm, however, there is no
perfect algorithm for the image segmentation pnobj&]. Segmentation is also used
in video tracking.

One of the major problems in video tracking iatttnany of the algorithms are
computationally expensive whether they are moneauiastereo. The reason behind
that is they first perform a spatial segmentatiasdal on gray-scale values in order to
determine its constituent regions or objects, amahdaries [2][3]. When we look at
a moving object, we can directly segment the s@mkdetect the object, extract it
from its background, and follow it in time easilpgcawe can do all these tasks in
real-time. However, these tasks, especially thensegation process, can take a lot
of time in computers.

In order to lower this computational expensiven&gs can only segment the
parts that are moving and omit the other parts;esiwe are interested in moving
objects.

Another difficulty that we face in tracking is thesibility of the video. In order
to extract the moving objects and their key feaudrem video frames, the visibility
of the video should be clear. For example, in ocotdadeos, the environmental
details such as fog, rain, and snow can make dixtraand segmentation process

difficult.



1.2 General Overview of the Thesis

We started the thesis by introducing the genenag@s of object tracking and
the difficulties that we can face in tracking.

The following chapters include brief explanatiom®at the background study,
methods and algorithms used, and experimentaltsegd conclusion.
The following figure 1.1 illustrates the steps @fdject Tracking in Stereo Video

Frame Sequences” system.

I . ™
Input: Stereo Video Frames Pre-processing Enhanced Image
@ > (Image
@ - Enhancement:
Filtering, Histogram
Equalization, etc)

S

Feature Extraction !
Enhanced Image Depth Calculation
(Background, o and Disparity
Foreground Estimation
Extraction)
Extracted Image
Y
Segmentation Object

Candidates Stereo Tracking
(Detection of Object |[——»

Candidates) (Kalman Filter)

Figure 1.1: Stereo Object Tracking System
3



CHAPTER 2

BACKGROUND STUDY

In order to complete this thesis, we need to stswmiyie specific topics in
computer graphics and image processing such as gasmetrical material that is
essential for stereo and multiview image analysisvall as the basics of a camera.
The following chapter contains brief informationoab these topics which are used

in this thesis.

2.1 Stereo Vision

Every human being has two eyes which are locatel I3y side in front of
their head. Each eye takes a view of the samefiameaa different perspective due to
the distance between them. The two views are alsasie, but each eye picks up
visual information that the other eye doesn’t. Tdifferent visual information comes
from our two eyes lead to slight relative displaeemof objects (disparities) in the

two monocular view of scene.



Figure 2.1: Stereo Vision of Human

In Figure 2.1 we can see the vision of human, and views of mueya: from
two different perspectiv. The two separate images that are captured fraim ege
are sent to the brain forocessing. The braicombines the two images by match
the similarities between them and also adding tifferdnt information’s coming
from each view into a single image, where thoséeifices makes the image
stereo, in dter words thre-dimensional image.

The word “stereo” comes from the Greek word “stefewhich means soli
or firm. With stereo vision, depth information idded and we can see objects
solid in three spatial dimensions, width, heiginil @epth, whic makes the vision
rich and special. We can see where objects arelation to our bodies with muc
greater precisiorspecially when those objects are moving towardvaay from us
in the depth dimensic.

In computer vision, stereo vision aims at reprodgdhe human ability to gath
information on the thre-dimensional structure and distanc&ke situation is prett

same as in the computer vision, where two cameies the job of two eye. Tw



camerasdke the picture of the same scene, but again frahfferent perspective
exactly like our eyes. The two images that arewaptfrom eaclcamera are sent to
a computer. The computer compares the images whiféng the images togeth
over top of eaclother to find the parts that match, where the stiiimount is calle
disparity. The dispari, at which objects in the image best mies, is used by the
computer to calculate their distanHuman eyes change their position accordin
the distance tdhe observed object. But for a computer, this teskuires som
complex geometrical calculations in Epipolar GeameFigure 1.2 shows the

stereo vision of compute

Figure 2.2: Stereo Vision of Computers

Stereo vision has long been researchnd several different algorithms we
generated. Stereo vision is mostly used in robatiosnmanned vehicles to meas
the distance between the object and the field efvyifor purposes of path planni
and obstacle avoidan
The main advantage of 1 stereo vision is the depth and distance informattian we

gather from images.



2.2 Pinhole Camera

A camera without a glass lens is called Pinhole &€amit has a very smz
hole on a thin material. The light rays from aneabjpass through that hole to fo

an image as described in the Fig2.3.

Figure 2.3: Principle of a Pinhole Camr

2.3 Pinhole Camera Mode

In order to understand Epipolar Geometry and St&fiston, first of all,
Pinhole Camera Model has to be learned, which thescrthe mathematic
relationship between the coordinates of a t-dimensional point and its projecti

onto the twodimensional image plane of a pinhole can
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Figure 2.4: Geometry of a Pinhole Can

Geometry related to the projection of a pinhole egris show in the figur
2.4.0 represents the origin of a th-dimensional orthogonal coordinate system,
also the point where camera aperture is locatecX1, X2,and X3 refers the three
axis of the coordinate syste X3 axis is pointing in the viewing direction of t
camera,which is called theoptical axis, principal axisor principal ray and the
threedimensional plane which intersects with the eX1 and Xz is the front side of
the camera, which is calldéocal planeor principal plane[1]. An image plane, whic
is parallel to theX1 and X2axes and is located at the distaficehich is referred ti
as thefocal length from the originO in the negative direction X3 axis, exists
where the threéimensional world is projected through the apernfr¢the camere
The pointR exists at the intersection of the optical axis tm@image plane, which
referred to as therincipal poin or image centefl]. Point P shows a point at
coordinates x1, x2, and x3 relative to the : X1, X2, and X3The green line show

the projection lineof point P, which passes through the pointh origir O, and the



point Q with coordinates y1 and y2, where pt Q is the projection of poil P onto
the image plane and is found by the intersectiath@fgreen line and the image pl

[1]. The image plane is shown by the image planeasvsiby the tw-dimensional
coordinate system with axY21andY2with the origin R.

As we mentioned in the part 2.2, the aperture efcimera, through which
projection lines must pass, is assumebe infinitely small. This point is referred
as optical center, lens center, camera center, f, or camera focal poir in
literature [1].

The coordinate y1 and y2 of point Q is dependenthencoordinate
x1, x2, and x3 of point P. The following fire 2.5illustrates this dependency. T
figure is same athe Figure 2., but it is looking down in the negative directioh

X2 axis.

¥l

X1l

Figure 2.5: Geometry of a Pinhole Can

By looking at the figure above, we can see two lsimriangles where th
green projection line form their hypotenuses. Toiowing formulas can be derive

according to the rules of similar triang



f T3 2.1)
and by looking in the negative direction of the a&is gives
—Y2 I3

f 3 (2.2)

These two formulas can be combinec

(Eh) _ _i (T1>
Yo T3 \ T2 (2.3)

which describes the relation between the t-dimensional coordinates, x1, x2, €
x3 of point P and its image coordinates y1 andfy@omt Q in the image plar

The mapping operation from th-dimension to twadimension used in
pinholecamera is calleperspective projectigrand it is followed by a 1& rotation
in the image plang¢l]. The relative size of the projected objects depeml theil
distance to the focal point and the overall sizéhefimage depends on the distan

between the image plane and the focal p
2.4 Epipolar Geometry

The geometry of stereo vision is called epipolaorgetry [1]. There are a
number of geometric relations between the i-dimensional points and the

projections onto the tv-dimensionalimages when two cameras view a t-

dimensional scene from two distinct poi

10



Left view Right wiew

Figure 2.6: Epipolar Geometry

In figure 2.6, two pinhole cameras are lookingha point X, which is th
point of interest for both cameras, and Gx denotes the focal |ints of two
cameras, and Xand Xz denotes the projections of point X to the imagengsaof
two cameras. Each camera captures a-dimensional image of the thr-
dimensional world. The conversion from tr-dimension to twedimension is called
perspectie projectior [1].

Because the two focal points of the cameras atendiseach focal point i
projected onto a distinct point into the other ceaiseimage plane. These disti
points are calle@pipole: and they lie on the same single line with focalnp®iC_
and Gk.

As seen from the figure 2.6, the ling. — X is seen as a point by the |
camera because it is also in the same line withecasfocal point. But it is seen
a line in right camera image plane. That linegre- X in the image plane of rigl
camera is calledpipolar line [1]. The situation is same for the left camera, wie_
—X_ is the epipolar linon left view

The plane, that is formed by the points X , and @, is calledepipolar
plane It intersects each camera’s image plane at tire¥,, g, Xg, and @ where

it forms the epipolar line [1].

11



CHAPTER 3

ALGORITHMS AND METHODS USED IN THE THESIS

The following chapter contains explanations of athons and methods used

in the process of stereo tracking.

3.1 Algorithms and Methods

Before we begin to the tracking process, we havedat some operations on
input video frames in order to simplify our job.

We mostly use gray-level color space in this theso the first thing that we
do is to convert the incoming frames which has dorcspace of RGB
(RedGreenBlue) into gray-level. In order to do thi® use the following formula.
Let Y denote the intensity of a gray-level imageehi which is a number between 0
and 1, and R, G, and B are the Red, Green, andadhaeints of the RGB image.

Y =0.299 xR 4+ 0.587 * G + 0.114 * B (3.1)
By using the formula above, we calculate the intesssof every single pixel in an
image. Those intensity values give us the graytievage.

After converting image from RGB color space to Ysnae need to adjust its
contrast. In order to do this, we calculate histogramof the image, and then apply

histogram equalizatiof#].

12



A histogram is the graphical version of a tabld gteows what proportion of
cases fall into each of several or many specifiategories. The histogram of a
digital image with gray levels in the range of @dn- 1 is a discrete functiam(ry) =
N, Where g is thekth gray level and nis the number of pixels in the image having
gray level ¢ [11]. The following figure 3.1 illustrates four fia types of images;

dark, light, low contrast and high contrast, argrtkorresponding histograms.

Dark image

Part A of Figure 3.1.

Bright image

Part B of Figure 3.1.

Low-contrast image

Part C of Figure 3.1.

13



High-contrast image

1 1 | I

Part D of Figure 3.1.

Figure 3.1: (Parts: A, B, C, D) Histogram'’s of fdypes of image.

Histogram equalization is the process of adjusitimgge contrast. It increases
the local contrast of many images; especially thable data of image is represented
by close contrast values. Through this adjustmé#rg, intensities can be better
distributed on the histogram. This method incredlescontrast of areas that have
lower local contrast to a higher contrast withotfe@ing the global contrast by
spreading out the most frequent intensity valuesnsitler a discrete gray-level
image, and leh; be the number of occurrences of gray-lavé@lhe probability of an

occurrence of a pixel of level i in the image is:

1;

plx;) = —,1€0,..,L -1

(3.2)
L denotes the total number of gray-levels in thegepaandn denotes the total
number of pixels in the image, amddenotes the fact. Alsa; is a cumulative
distribution function corresponding to p, defined b
i
c(i) =) plz;)
j=0 (3.3)
It is also known as the image’s accumulated nozadlihistogram. The histogram

equalization applies a transformation of the fogrm T(x) that will produce a level y
14



for each level x in the original image, such the tumulative probability function
of y will be linearized across the value range. fraasformation is defined by:

yi = T'(x:) = (i) (3.4)
Since T has the value range of 0 — 1, we have mitrta the original values by

using the equation below:

y: = y; - (max — min) + min (3.5)

The following figure 3.2 illustrates the functiord bistogram equalization on the

images in figure 3.1.

Part B of Figure 3.2.

15



Part D of Figure 3.2.

Figure 3.2: (Parts: A, B, C, D) Histogram Equaliaat

The following figure 3.3 shows the function of legtam equalization on our sample

data for tracking.

Part A and B of Figure 3.3.

16



Part C of Figure 3.3.

Figure 3.3: Uppet-eft image (A) shows an input frame in RGB color spafmer-
Right image (B) is created after RGB to Gray cosiar, and the bottom image (

is histogram equalized form of gray image.

After enhancing the input frames, we need to cateuthe depth informion
in order to distinguish object candidates from eaitter. To find depth informatiol
we estimate disparities between left and right ienafja stereo pair. In this thesis
block-based matching algorithm is used as a disparitynasbn technique. he
algorithm is based on the similarities of the cepanding blocks between the |
and the right images. In this method, one images kay left image, is chosen
reference image, and it is divided by a block uaitg then each block in this im:
undergoes the matching process with that of theerottmage based on a ct
function, which isminimum absolute difference (MA for our study [][6][7]. It
simply compares corresponding pixels from eachlland calculates the sum

their differenceMAD is described by the following formulatic
— (3.6)

A and B are the two blocks of size m and n in eafcthe stereo image pair. A[p,

is the value of the pixel in tkpth row andgth column of block A, and B[fq] is the
17



value of the pixel in thegth row andqgth column of block B. The lowest values
correspond to the better matching results, so tbekbwith the minimum MAD is
chosen. The following figure 3.4 illustrates thdragtion of disparity map from left

and right images.

Part A and B of Figure 3.4.

Part C of Figure 3.4.

Figure 3.4: Upper-left image (A) is the left imagfestereo image pairs, upper-right
image (B) is the right image of stereo image painsl the bottom image (C) is the

disparity map derived from the left and the rightge.

After extracting the disparity map, we continue hwthe background and
foreground extraction process. At the beginningtlué step, we derive a still
background image by simply taking average of a remalb sequential frames using

the equation below:
18



B’ . =7
K5 (3.7)

The figure 3.5 illustrates the function of imagesiaging in the test data tf

we used in this thes

M background

Figure 3.5: Still Background derived by averagif Sequential frame

Although we use ima¢ averaging in order to get the still background im:
it is also used to remove noises in images or @coerrupted image

The next step is the extraction of all moving pexel the images. Since v
tracking moving objects in a video, we don’t hae struggle with the parts that &
constant in every video frame, which will decreéise computational cost of lat
parts, and increase the speed of our algorithm. &eomplish this task k
calculating the difference between every incomimes frame ad the background

that we derived. Simple formulation is as follo

glx.y) = f(x.y) — h(x.y) (3.8)

19



where, g denotes the difference image, f denotesertnacted background and
denotes the incoming image fran

The following figure 36 illustrates the difference operatitn our test data.

M backeround @ Fj a E ﬂi

Part A and B of Figure 3.6.

- AEH

Part C of Figure 3.6.
Figure 3.6: Uppe-left image (A)is the background image, up-right image
(B) is the input video frame, and bottom im (C) is the difference betwee

background and the input frame.

After extracting all moving regions from incomingput frames, the nois
elimination process begins. In this process, wedrgliminate fake candidates a

derive the real object candidates from input fra

20



First thing we do in this process is to retrieve #dges in the image. We
accomplish this task by using sobel operator to difeerence image that we
calculated in the previous process. Sobel operlatarsed in image processing to
detect the edges in an image. It is a discretemifitiation operator, computing an
approximation of the gradient of the image intgnéiinction. The Sobel operator is
based on convolving the image with a small, sepeyamnd integer valued mask or
filter, and using this filter, it calculates theadient of the image intensity at each
point, giving the direction of the largest possibilerease from light to dark and the
rate of change in that direction. The result ot thzeration shows us how abruptly or
smoothly the image changes at that point, in otfeds, how likely it is that the part
of the image represents an edge as well as hovedtlyat is likely to be oriented. The
operator uses two 3x3 kernels, one for horizonteinges and one for vertical

changes, which are convolved with the original imégcalculate derivatives.

+1 0 -1 +1 +2 +1
G,=|+2 0 -2{«A and G,=|0 0 0 |«A
+1 0 -1 -1 -2 -1

(3.9)

where, A is the source imagey @d G are two images which contains horizontal
and vertical derivations at each point respectivahyd * operator denotes the two-
dimensional convolution operation. We can calcuthgegradient magnitude at each

point by combining Gand G as follows:

_ 2 2
G=4/G."+Gy (3.10)

We can also calculate the direction of the gradiesimig the equation below:

® = arctan (Gy)
G, (3.11)

21




where, for example, the result is O for verticajeslwhich is darker on the left si
In the following figure 3.7 we can see the resufsthe Sobel operatc

application on our test da

Part A and B of Figure 3.7.

- - o]

Part C of Figure 3.7.

Figure 37: Uppe-left image (A) shows the horizontal edges, u-right
image (B) showsertical edges, and bottom image (C) shows combaug imag

from horizontal and vertical edges.

As we can easily see from the figure 3.7, sobetaipe finds object edges

well as a lot of other weak edges which we canaslhoise. To remove thc noisy

22



edges from the image, we use a binary thresholdiihg. thresholding algorithi
simply specifies strong edges which has an intgnsilue greater than the thresh
value defined before, and rounds them to an intgnsilue of 255, which is white
while removing all other edges which has an intgnsalue smaller then tr
threshold value by rounding them to an intensityeaf 0, which is blac!

/‘
0, if R< Threshold

P=<

255, if P< Threshold (3.12)
—

where, Ris the intensity value cth pixel.

The following figure 3.8 illustrates the applicatioof the thresholdin

mentioned above on our test d

- AEE

Part A of Figure 3.8.
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Part B of Figure 3.8.

Figure 38: Upper image (A) shows the application of solperator in
images as mentioned in figure7, and the bottom image (B) shows the applice

of thresholding on the sobel operator.

As we see from the above figure, the thresholdipgration removes almo
all the noisy edges from the image, and we haveethge pixels of the obje
candidate that is going to be tracked. Howevereedgtectors generally produ
small, disjoint edgeegments, which are mostly useless unless they gajge intc
extended edges. So, in order to use these edgesaegyeificiently, some operatio
have to be done on the

Contour extraction is an algorithm, which is desigjto accomplish that ta
mentoned above. In literature, contour is a line cotingctwo points where the
have similar properties. In image processing, amstare connected edges segm

that are bounding a number of pi> [2]. By extracting contours on an image,
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find closed egions, which also will help us in segmentatiomlaed in later part
of this chapter.

In order to retrieve contours, two categories othuods are available; loc
methods, which extends edges by seeking the magpatible candidate edge in t
neigtborhood, but they suffer in big gaps, and globalhoés, which are success
in big gaps, but they are computationally expen

The figure 3.9 shows the extracted contours froenettiges of figure 3.8. Tl

extracted contours are filled by white pix

- AEEH

Part A of Figure 3.9.
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Part B of Figure 3.9.
Figure 3.9: Upper image (A) is the thresholded sobage as mentioned
figure 3.8, bottom image (B) shows the extractedi fdled contours from th
thresholded sobel image.
As we can see from the fice 3.9 above, some contours couldn’t be extra
due to the huge gaps between edges, or undeteidged.elhere are also some :
like noisy pixels and pixel groups in the imageeaftontour extraction proce:

Some of those noisy pixels are demonstiin the following figure 3.1(

M contours @

Figure 3.10: Noises
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The figure 3.10 above shows the noisy pixels indew frame after contour
extraction process. Some of the noisy pixels aapdihg alone, as shown inside the
red circles, and some of them are forming clusasrshown in the red rectangle. In
order to remove those noisy pixels, we apply a malggical operation to image,
calledopening[4].

In image processing, opening is a morphologicalrapen that generally
smoothes the contour of an object, breaks narrdfnmisses, and eliminates thin
protrusions such as small islands and sharp peghs. opening of a sef by
structuring elemer is denoted by A B, and defined as:

A-B=(AOB)® B (3.13)
where, theO symbol denotes the erosion operation andthe  slyddmotes the
dilation operation. The opening operation A by Btie erosion of A by the
structuring element B, followed by a dilation o&tresult by the structuring element
B.

Dilation and erosion are two basic morphologicalerapors in image
processing. They are usually applied on binary esad he basic effect of dilation
operation on a binary image is to gradually enlaige boundaries of regions of
foreground pixels, thus, areas of foreground pixgtsn in size while holes within
those regions become smaller. It uses two dataepias inputs; the first one is the
image that the dilation operation is going to beli@d, and the second one is the
structuring element or kernel that defines the @ffef the operation on the input
image. The following equation defines the dilataperation.

IBE={z|[(EXNI] €1} (3.14)
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where, | denotes the input image, and E denotesttheturing element.

The following figure 3.11 illustrates the dilatioperation.

i 1 i Setof coordinate points =

{ ['1| '1}| [0. '1}| [1 ' '1}|

{_1l 0‘,', {0. 0}, {1 ' U}I

1 1 1 1,13, (0,1} (1, 1)}

Part A of Figure 3.11.

Part B of Figure 3.11.
Figure 3.11: Upper image (A) is the 3x3 structurahgment, bottom-left
image is the input binary image, and bottom-rigiage (B) is the result of dilation

operation on the input image using the given stmireg element.

Erosion is the dual of dilation operation. The bafect of erosion operation
on a binary image is to erode away the boundafiegsgions of foreground pixels,
thus, areas of foreground pixels shrink in sizelsvithe holes within those areas
become larger [4]. It uses two data pieces as snasitwell; the first one is the image
that the erosion operation is going to be appbed, the second one is the structuring

element. The following equation defines the erosiparation.
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|0 E={z|(E}E I} (3.15)
where, | denotes the input image, and E denotesttheturing element.

The following figure 3.12 illustrates the erosigueoation.

1 1 1 Setof coordinate points =
{ {_1| '1}| [0. '1}| [1| _1:'|
1 1 1
{'1| 0:'- {0, 0:'- “ ' 0}-
1 1 1 (-1,1% (0,1}, {1, 1) }

Part A of Figure 3.12.

cooccocoMoooe
cococoocoococococc Moo

coc@eorococoncconoa

cclMBcccccconone

Part B of Figure 3.12.
Figure 3.12: Upper image (A) is the 3x3 structurahgment, bottom-left image is the
input binary image, and bottom-right image (B)he tesult of erosion operation on

the input image using the given structuring element

In this thesis, opening operation is used in oitdeeliminate those sharp
peaks and small islands, which are noises, as fseenthe figure 3.10. We used a
3x3 rectangular structuring element for dilatior @mosion operations. The result of

the opening operation is illustrated in the follagifigure 3.13.
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M contours

Figure 3.13: Result of the opening operation, inp#ge is showin figure
3.10, and 3x3 structuring element is used.

The result of the opening operation can be sean fhe figure 3.13. Most ¢
the noisy pixels and pixel groups have been remangaty opening operation. Aft
removing the noises from the video fran we have filled contours, most of the
are being a parts of the object candid:

In order to track an object in the following vidgame sequences, we neec
extract the deterministic features of the objent] then try to find these features
the next frame. Blob detection and extraction are ma#shof image segmentatic
that is mostly used in the fields of computer wisguch as object recognition &
tracking. Blob refers to a group of connected @xelrming a region in the imag
that are elter brighter or darker than their surroundings.bBlietection methods ti
to find those regions in a given input image. Th@mreason behind the usage
blob detection is that it provides complementarforimation about those regio
which cannot be dhined by edge or corner detectors. It is also usetéxture

analysis and texture recognition as well as segatient Blob extraction is anoth
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segmentation method that groups pixels in an inaigediscrete regions according
to similar criteria. We can count, filter, and tkaaobs [1].

In our thesis, we extract blobs in process of segatien. Because the blobs
are formed of connected pixels, an object can bedd of several numbers of blobs.

An example of blob extraction, using our test degtdustrated in the figure 3.14.

M blob extraction

Figure 3.14: Blob Extraction.

As we can see from the figure, three different blalbe found by the blob
extractor. The one in the left part of the imaghkiok is filled with purple, belongs to
the object that is coming from back, the one inriiddle, which is large in size,
belongs to the object that is passing in fronthaf tamera, and the rightmost blob
which can be dark blue in color. The following frgu3.15 demonstrates the

extracted blobs in gray-level image.
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Figure 3.15: Blob Extraction.

The object that is coming from behind is showedwiirple circle, the obje:
that is passing in front of the camera is showrihgydark blue circle, and the th
blob is shown by the red circle. We can say thedt &nd second blobs belong to-
objects that can be tracked; however, the third ldod fialse candidate, which is 1
shadow of the blue circled object. We can count shadow as a noise that could
be eliminated by the noise elimination methods saslopening. Later parts of tt
chapter include a method to deal with the shadowgex

The following figure 3.16 shows the several numladnsiobs on a single obje

Part A of Figure 3.16.
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Part B of Figure 3.16.
Figure 3.16: Upper image (A) is the output of opgralgorithm, and the bottom

image (B) is the output of blob extraction algamith

As we can see from the figure, when objects sizeaeased, the number of
connected regions on it is also increases. The déttdactor finds five different blobs
on the object, when it is about the leave the \aega of the camera. The main blob
having the largest area, which is not circledoigriing the body of the object. Other
blobs, that are circled, forms the small partshef dbject, and those blobs cannot be
merged due to the large difference in charactesisiihe black holes that are being
in between those blobs are the parts that aretbasdgment. After extracting those
blobs, we can find object boundaries using them.

Object boundaries are lines in which the pixel®bject lie within. We use
convex hullgo find object boundaries.

Convex Hull of a point or pixel set S is the smstileumber of convex set containing

S [5]. Convex Hull of a point set X can be derivesing the equation below [1].
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k
;€ X, 0; €R, az-:_"-[],zcrt-zl,kzl,l...}.
i=1 (3.16)

Hoonvex(X) = {Z ;T

i=1
where, k is a arbitrary natural number, numbe; are nonregative and sum up
1, and the pointsjxare in the set X. The following figure 3.17 is axample of

convex hull.

e o
-

" .
I."f - " ‘“"‘x‘ “M\
| ' )
S o |
IIII \\ N /l
\ :
"ll'\,::' H"«,\_‘___d_f" jxf
'“"'\-\.\_\_\____L___,__-

Figure 3.17: Convex Hull.

The blue lines are forming the convex hull for thaints inside it in the
example above. We can visualize a convex hull séteby thinking of a rubber bai
stretched to encompass a given set of points, dh\t is released, it will form tF
shape of the convex hull for that set of pointsswn in the fiure 3.17. The figur.

3.18 below shows the convex hulls that we gathéresh the extracted blobs

objects.
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Part A of Figure 3.18.

Part B of Figure 3.18.
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Part C of Figure 3.18.
Figure 3.18: Upper image (A) shows the extractethdl and it is also the
input to the method that finds convex hulls, centeage (B) is the output of the

convex hull method, bottom image (C) shows the dramundary in the color frame.

As we can see from the figure 3.18, convex hullsoslt perfectly fits the
objects. Also, by looking at the figure, we can aaether false segmentation on the
bottom part of the object. The background is tleeetl as foreground at there,
because of the shadow of the object. The followiags of this chapter include the
segmentation process done in this thesis.

Segmentation is the process of partitioning a digihage into multiple set of
pixels, which is done in order to simplify the ingagepresentation and change it into
something that is more meaningful and easier tdyaed1]. Image segmentation is
one of hardest processes in the field of compuigion. Moreover, there is no
general solution to the image segmentation prolaermang the many algorithms that

have been developed. The segmentation techniquéstbaed in this thesis is level-
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set methods. It is derived to track moving intee&The central idea is represent-
evolving contour using a signed function, wherezigso level corresponds to t
actual contour. Then, according to the motion dquatf the contour, ce can easily
derive a similar flow for the implicit surface thahen applied to the ze-level will
reflect the propagation of the cont [1].

As we mentioned earlier, segmentation is a hardga® for which, there
no general solution exists. Alssegmentation differs a lot according to the im
that is desired to be segmen The following figure 319 shows our segmentati

process and the difficulties that we have facedhdugray-level segmentatio

B background

Part A of Figure 3.19.
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Part B of Figure 3.19.
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Part C of Figure 3.19.

38



- A5

Part D of Figure 3.19.

Part E of Figure 3.19.
Figure 3.19: (Parts: A, B, C, D, E) A is the refere image that we used as
background, B is the current video frame, C shaxwsaeted blobs, D shows convex

hull, and E shows the boundaries of object in irfpame.
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In this thesis, we extract moving objects by takiing difference between the
frame and our reference frame, in this case, aursreference frame and b is our
current frame. It can be clearly seen that, sonmes jmd object are too similar to the
background according to the intensity values, wlaitd shown by the red circles in
the image b. It is really hard to distinguish th@sets from background due to the
reason mentioned above. So, those parts are ppgalbé segmentation candidates.
The image c¢ shows the segmentation results of mh&ge gathered from the
difference of image b from image a. As seen from ithage c, the areas that are
circled in image b could not be segmented, whiah @so circled in image c.
However, when we find the convex hull of that bldabe areas that couldn’t be
segmented are omitted as seen from the image dashenage, e, shows the convex
hull over our object.

In order to strengthen the segmentation processalse use YCbCr color
space as well as gray-level color space. As clesdyn from the above examples, we
cannot always trust, and so that decide by onlkifap at the intensity values of
pixels.

YCDbCr color space is mostly used in video and digihotography systems. Y
denotes the luminance, and Cb and Cr are the bidieesl chrominance components.

The following figure 3.20 illustrates a color imaged Y, Cb, and Cr.
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Figure 3.20: Color image, Y component, Cb and @nponents are shown

respectively from top to bottom.
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Y component of the image is same as the gray-levaje of the color image.
The brown building is represented by weak Cb, amdng Cr, green grass is
represented by weak Cb and weak Cr, and blue sigpiesented by strong Cr and
weak Ch. The following formulation is used to makeonvolution from RGB color

space to YCbCr color space:

Y =0.299 *R + 0.587 * G + 0.114 * B (3.17)
Cb=(R-Y)*0.713 + 128 (3.18)
Cr=(B-Y)*0.564 + 128 (3.19)

In this thesis, we use Cb and Cr component of t6&Gr color space where
segmentation using intensity fails. In our methiordt, a static background image is
formed in YCbCr same as the procedure used on Igkay-background. Then, we
check the Cb and Cr components of pixels that aggnented in gray-level, and
compared them with the ones coming from backgroime following figure 3.21

shows an example situation where segmentationbgilssing intensity values.

B boundary @@
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Part A of Figure 3.21.

Part B of Figure 3.21.
Figure 3.21: Upper image (A) shows the boundarfedbpect candidates, false
segmentation is shown by red circle, bottom im&)aq the demonstration of false

segmentation on input video frame, where red csbl@ws the false segmentation.

In such cases mentioned in the above example,réally hard to segment
using intensity values. To solve this problem, tfivge calculate the standard
deviation of Cb and Cr values of segmented pomthe image. The following table

3.1 shows a section of the Cb and Cr values ofdrackd image and current frame.
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Table 3.1: Shows the Cb and Cr distribution in lestwthe backgrour

image pixels and current frames pixels, which ketarandomly from 5 sequent

points.
Cb_current | Cb_background Cr_current | Cr_backgroun
114.000000 114.000000 143.000000| 14z.000000
117.000000 116.000000 142.000000| 142.00000
117.000000 116.000000 143.000000| 143.00000
113.000000 112.000000 143.000000| 142.00000
113.000000 112.000000 143.000000| 142.00000

We calculatea standard deviation according te numbers given in the tak
3.1 above, this deviation is used as a thresholdevadulistinguishing backgrour
and foreground pixels according. The following fotation is used to elimina

these false segmented pss.

T =
(3.20)
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1 N
= “IJ Z(Il — T:]E
=l (3.21)

where, xis the Cb and Cr values of segmented pixels, am&ltNe total number ¢
segmented pixels in the image.is our threshold value that we use to disting
foreground and background pixels. So after calmgathe standard deviation,
other words thrghold, we use the following method. A pixel is edllas backgroun
pixel if both of the following criteria are satisti
Cb_backgroun—oc < Cb_current < Cb_backgrounds (3.22)
Cr_backgroun~ o < Cr_current < Cr_backgroundot (3.23)

The followin¢ table 3.2 shows a section of Cb and Cr values tse

segmented points, in other words, both of the rcait@bove are satisfie

Table 3.2: Cb and Cr values of false segmented9(xe= 4.786789

Cb_current Cb_background Cr_current Cr_background
124.000000 124.000000 132.000000 132.000000
124.000000 124.000000 132.000000 132.000000
127.000000 127.000000 132.000000 132.000000
127.000000 126.000000 131.000000 131.000000
124.000000 124.000000 134.000000 134.000000
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By looking at the values inside the table 3.2 abowe can see that, at those
points, Cb and Cr values are almost same for batkdround and current images.

The following table 3.3 shows a section of Cb amd/&ues of correctly segmented

points.

Table 3.3: Cb and Cr values of correctly segmeptadts ¢ = 4.786789).
Cb_current Cb_background Cr_current Cr_background
114.000000 114.000000 145.000000 140.000000
111.000000 112.000000 147.000000 142.000000
112.000000 112.000000 147.000000 142.000000
114.000000 114.000000 145.000000 140.000000
113.000000 115.000000 145.000000 140.000000

The table 3.3 illustrates the correctly segmentenhtp. Especially the Cr
value varies a lot in those points. The followingufe 3.22 shows those false

segmented points and true segmented points irestidata.
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Part A of Figure 3.22.

B segmentation

Part B of Figure 3.22.
Figure 3.22: Upper image (A) shows the boundariexbject, bottom imag

(B) shows true / false segmented points.

The white points in thebottom image of figure 32 show correctl

segmented points, which are on the surface of bject and gray points show t
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false segmented ones. The red circle in the uppage of 3.22 shows the points that
belong to the background, but segmented as a peteground.

After all these segmentation process, we havahiglifeatures of the object
that we are going to track, so we can begin theking process. Kalman filter is used
for tracking process in this thesis.

Kalman filter is a powerful mathematical tool whiis mostly used in
the field of computer vision and computer graphit® can define it as a recursive
data processing algorithm that estimates the sfadedynamic system from a series
of incomplete and noisy measurements [1]. It isroakin the sense that it estimated

error covariance. The following figure 3.23 illusties the basic model of Kalman

filter.

:  visible
hidden

k1 | Q k i kel
Figure 3.23: Model underlying the Kalman filter.
The Kalman filter assumes the true state at timarkbe derived from the state at k-1

according to the following formula:

Xp = Fipxp—1 + Brug_1 + Wiy (3.24)
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with a measurement, of the true state xis made according to the followit
formula:
zr = Hipxp + vi (3.25)
e K is the state transition model which is appliedhe previous stat
Xk-1,
* By is the control input model which is applied to ttwatrol vector i,
* W is the process noise which is assumed to be draem & zerc
mean multivariate normal distribution with covacarn(y,
* Hy is the observation model which maps the true spéee ito the
observed spac
* Vg is the observation noise which is assumed to be® zeear
Gaussian white noise with covarianc.
The formulas mentioned above are also modeledddigiure 3.1.23. An advantai
of Kalman filter is that, because it is recurs it doesn’t require all previous data
be kept. Only the estimated state from the previdusestep and currel
measurements are needed for the filter itself deoto compute to current estime
Kalman filter has two critical phases, predict ampdeae. In predict phase, ¢
estimation of the state at current timestep udnegstate estimation coming from 1
previous timestep is produced. In update phasewaamd more accurate estimat:
produced again for the current timestep using tlkasuremet information for the
current timested ][8][9][10][11][12] .
Predict:
Predicted Stat
Xpfk—1 = FiXp_1jp—1 + Brug_y (3.26)

49



Predicted Estimate Covariance;:
T
Pur—1 = FePr_1p1Fp, +Quy (3.27)

Update:

Innovation or Measurement Residual:

Yi = Zp — Hkik|k—1 (3.28)
Innovation Covariance:

Yi = zZx — HipXpp (3.29)
Optimal Kalman Gain:

K, = PA:|A~—1HE:S;,_~1 (3.30)
Update State Estimate:

Xplk = Xpjk—1 + K ¥ (3.31)

Updated Estimate Covariance:

P = (I — K Hy ) Prjet (3.32)

where,iﬂlm denotes estimate of state X at time n gimeservations upto and
including m.

As a summary of Kalman filter, we can say thas ithe most popular optimal linear
estimator, and have a lot of advantages as meitioe®re. In our thesis, Kalman
filter is used in order to get coordinates of spegoints of our target object, which
are extracted in earlier steps.

First of all, an initial estimate is done. Since loeate extracted features in the
following frame sequences in time, we can give toerdinates of an extracted
feature, let's say a corner, as initial estimatea Miow every moving object has a
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velocity, and from this information, we can sayttlfze change in the position of
extracted feature is directly related to the veaiocso, our state can be formed by the
coordinates of the extracted feature, and the itglo the object. After calculating
the other parameters of Kalman, we make a prediaioa timestep in the future.
This prediction gives us an idea about the curtecdition of the feature. So we
search the location given by the prediction witlsoalincluding the variances
calculated in the previous steps. So, with thesernmation’s, we can restrict the
region that we look the feature inside. After fimglithe point that is most likely to be
our feature point, measurement process has beeple@nThe next step is the
calculation of Kalman gain. Kalman gain is calcethby combining the prediction
and measurement. After calculating the Kalman gaia,can make a final state
estimate which again shows us the region in whishfeature point lie, in a more

reliable way.

3.2 Results and Future Work

In this thesis, we try to track objects in followisequential video frames. The
applied methods and their results show us thatave managed to track objects in
time. However, our algorithm is not optimized, ghathy, it is not in real-time due to
the computational expensiveness lieing on the aatbirmage manipulation
algorithms.

The test material consists of eleven moving objbalving various sizes. The

objects that have small in size are difficult tack in all frames due to the difficulties
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in tracking extracted key features. But the usdg€atman filter helps us estimating
the position of the feature.
As a future work, optimizations can be made ireotd decrease computional

delays, so that the algorithm can become closegaitime.
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CHAPTER 4

CONCLUSION

In this thesis, object tracking in video frameserces has been done. After a

series of segmentation process, object features Ibeen extracted and tracked using

the Kalman filter algorithm. The results show thabving objects can be detected

and tracked successfully in this thesis.

53



[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

REFERENCES

http://en.wikipedia.org

WANG, Y., DOHERTY, J.F., VAN DYCK, R.E. (2000) Moving Object
Tracking in Video,Applied Imagery Pattern Recognition Workshop, 2000.
Proceedings. 29t05-101.

WANG, Y., DOHERTY, J.F., VAN DYCK, R.E. (2000) Tracking Moving
Objects in Video Sequencd’toc. Conference on Information Sciences and
SystemsPrincetown, NJ.

GONZALEZ, R.C., WOODS, R.E. (2002), Digital Image Processing
Prentice Hall, New Jersey.

BAE, K.H., KOO, J.S., KIM, E.S. (2003) A New Stereo Tracking System
Using Disparity Motion VectorQptical Communicationsl-3. Vol. 221.

BIRCHFIELD, S., TOMASI, C. (1999) Depth Discontinuities by Pixel-to-
Pixel Stereolnternational Journal of Computer VisipA69-293. 35(3).

KIM, J., HWANG, D., JEONG, H., SONG, C., LEE, K., LEE, M. (1998)

Development of Depth Extraction Algorithm for théef@o Endoscopic
Image,Proc. of the Engineering in Medicine and Biologycigty, 884-887.

Vol. 2.

http://ourworld.compuserve.com/homepages/PBdb&kalman.htm

R1



[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

http://www.innovatia.com/software/papers/kahmtam

GINHOUX, R., GUTMANN, J.S. (2001) Model-Based Object Tracking
Using Stereo VisionRobotics and Automation, 2001. Proceedings 2001
ICRA. IEEE International Conference ,al226-1232. Vol. 2.

KALMAN, R.E. , (1960) A new Approach to Linear Filtering and dRcéion
Problems,Transactions of the ASME — Journal of Basic Enginge 35-45.
Vol. 82.

WELCH, G., BISHOP, G., (2001),An Introduction to the Kalman Filter

BOVIK, A. (2000), Handbook of Image & Video Processingcademic
Press, Canada.

MAYBECK, P.S. (1979) Stochastic Models, Estimation, and Control,
Automatic Control, IEEE Transactions,868-869. Vol. 28.

REN, J., AGGOUN, A., MCCORMICK, M. (2003) A Novel Object Depth
Estimation Algorithm for Integral 3D ImagesyVisual Information
Engineering, 2003. VIE 2003. International Confereon 198-201.

RUSS, J. C.(1999), The Image Processing Handb@odBRC Press LLC,
Florida.

SALINAS, R.M., AGUIRRE, E., SILVENTE, M.G. (2007) People
Detection and Tracking Using Stereo Vision and €adlmage and Vision
Computing 995-1007. Vol. 25.

Intel® Open Source Computer Vision LibraReference Manuals

COMANICIU, D., RAMESH, V., MEER, P. (2003) Kernel-Based Object
Tracking,Pattern Analysis and Machine Intelligence, IEEE Asactions on
564-577. Vol. 25.

R2



[20] CUEVAS, E., ZALDIVAR, D., ROJAS, R. (2005), Stereo Tracking,
Technical Report B

[21] WONG, K. Y., SPETSAKIS, M. E. (2002) Motion Segmentation and
Tracking,Proceedings of 15th International Conference onodvignterface
80-87.

[22] XU, R.Y.D., ALLEN, J.G., JIN, J.S. (2004) Robust Real-Time Tracking of
Non-rigid Objects, ACM International Conference Proceeding Series;
Proceedings of the Pan-Sydney area workshop onaVigiformation
processing95-98. Vol. 100.

R3



