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Abstract: Slope stability is the most important stage in the stabilization process for different scale
slopes, and it is dictated by the factor of safety (FS). The FS is a relationship between the geotechnical
characteristics and the slope behavior under various loading conditions. Thus, the application of an
accurate procedure to estimate the FS can lead to a fast and precise decision during the stabilization
process. In this regard, using computational models that can be operated accurately is strongly
needed. The performance of five different machine learning models to predict the slope safety factors
was investigated in this study, which included multilayer perceptron (MLP), support vector machines
(SVM), k-nearest neighbors (k-NN), decision tree (DT), and random forest (RF). The main objective
of this article is to evaluate and optimize the various machine learning-based predictive models
regarding FS calculations, which play a key role in conducting appropriate stabilization methods and
stabilizing the slopes. As input to the predictive models, geo-engineering index parameters, such as
slope height (H), total slope angle (β), dry density (γd), cohesion (c), and internal friction angle (ϕ),
which were estimated for 70 slopes in the South Pars region (southwest of Iran), were considered to
predict the FS properly. To prepare the training and testing data sets from the main database, the
primary set was randomly divided and applied to all predictive models. The predicted FS results
were obtained for testing (30% of the primary data set) and training (70% of the primary data set)
for all MLP, SVM, k-NN, DT, and RF models. The models were verified by using a confusion matrix
and errors table to conclude the accuracy evaluation indexes (i.e., accuracy, precision, recall, and
f1-score), mean squared error (MSE), mean absolute error (MAE), and root mean square error (RMSE).
According to the results of this study, the MLP model had the highest evaluation with a precision of
0.938 and an accuracy of 0.90. In addition, the estimated error rate for the MLP model was MAE =
0.103367, MSE = 0.102566, and RMSE = 0.098470.

Keywords: slope stability; factor of safety; machine learning; prediction; soil slope

1. Introduction

Slope stability is one of the most important topics of geotechnical engineering, with a
background of more than 300 years. Simple evaluations, planar failure, limit state criteria,
limit equilibrium analysis, numerical methods, hybrid and high-order approaches, and
implementation in both two and three dimensions are just some of the stability assessment
techniques that have been developed [1,2]. The purpose of a slope stability analysis is
to assess the stability of slopes (both excavated and natural) experiencing sliding move-
ments [3]. The slope stability is considered the most extensive description for soil and rock
(or a combination of both) slope masses under various failures [4], which is essentially
controlled by the ratio between the available shear strength and the acting shear stress,
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which can be expressed in terms of a factor of safety (FS) if these quantities are integrated
over a potential sliding surface [5,6]. Under certain conditions, these failures can cause
damage, which is directly dependent on the geological conditions of the slope mass [7].

Generally, the type of slope failure directly depends on the geological units and con-
stituent geomaterials, geometric characteristics, stress–strain background, geostructural
and tectonic conditions, geomorphology status, regional climate, seismic activity, water con-
ditions (surface and underground), vegetation, weathering, drainage pattern, construction
activities, and the special condition of the slope [8,9]. The stability of a slope is calculated by
the FS, which represents the general or local stability status of the slope. The FS is computed
along any potential sliding surface running from the top of the slope to its toe. An FS equal
to 1 is considered a critical state. The smallest FS value will be taken as representing the
instability condition of the slope [3]. Limit equilibrium analysis methods (LEMs), one of
the fundamental and traditional analytical approaches for slope stability analyses, can be
used to calculate FS and are frequently used in slope stability studies due to the fact of
their simplicity, low formulation complexity, and short computational times [10]. The static
and dynamic conditions for two- and three-dimensional space [5,6] are both possible to
use with LEMs based on massive or slice analysis. LEMs investigate a possible slippery
mass at the top of the assumed slip surface and the polyhedral force vector closure or
incurring moments in an equilibrium state. If all assumptions and requirements are met
and the polyhedral forces are closed, then the mass must be in equilibrium. When the
polyhedral forces and moments do not add up to zero (the force vectors are not closed),
this means there are not enough of the right values for some of the effective parameters
to calculate [11]. The various equilibrium methods are utilized to estimate the FS. Some
of the more well-known of these methods can be stated as OMS/Fellenius, Bishop, Janbu,
modified Swedish, Lowe–Karafiath, Morgenstern–Price, and USACE methods [7]. Most
of these methods provide close results in calculating the factor of safety (FS), and the
difference in the estimated values is usually less than 6% [12]. The majority of the limit
equilibrium approaches use the Mohr–Coulomb relation to estimate the shear stress and
resistance across the slip surface in all types of failures, where this criterion is considered
one of the most important failure criteria for stability analyses in geomaterials [13]. Based
on LEMs, the FS coefficient is defined for different slip surface force equilibrium methods,
and the moment equilibrium method is based on a limit equilibrium, where the shear
stress/resistance is considered as the total resistance–stress or effective resistance–stress. In
the force equilibrium method, the ratio of the resisting forces to the mobilized forces at the
possible slip surface is investigated, and in the moment method, by comparing the resistant
moments to the overturning moments, the reliability of the slope is estimated. According
to their achievements, these methods are capable of being applied to various types of slope
failures or complex movements [14].

The evaluation uncertainties in FS values make it difficult for traditional stability anal-
ysis methods to provide accurate results, which are affected by the stabilization process. To
cover this problem, scholars used computational intelligence approaches. In the meantime,
machine learning techniques have received excellent attention for reducing uncertainties in
FS calculations. Zhou et al. [15] used the gradient boosting machine (GBM) technique to es-
timate the FS and its relationship with triggering factors on slope instabilities. Wei et al. [16]
used support vector regression (SVR) and radius basis function (RBF) to predict the FS based
on geotechnical parameters. The findings suggest that RBF is superior to other methods for
FS prediction. Qi et al. [17] used various artificial intelligence-based classifiers to predict
the FS values with proper accuracy for slopes, which was applied for slope stabilization.
Bai et al. [18] provide comparative machine learning-based predictive models to predict
the FS for slopes, which were appropriately implemented for stability analysis. The present
study attempted to use various machine learning-based predictive models to provide more
accurate predictions for the FS based on the relative influencing factors. Zhang et al. [19]
introduced a GPR-based predictive model for slope stability evaluations, which was useful
to apply as a comparative assessment with common machine learning methods, such as
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MLP and SVM. Chakraborty and Goswami [20] used the MLP model to estimate the FS,
and the model was validated via numerical finite element codes. Jagan et al. [21] used
various types of learning classifiers, such as ANFIS, GPR, RVM, and ELM, for layered
slope stability assessments. Bui et al. [22] showed that machine learning-based models
can be considered a reliable alternative for FS estimations for different types of slopes and
failures. Bardhan and Samui [23] used MLP and marine predator algorithm (MPA) models
to predict the FS for the high soil slope of the heavy-haul railway embankment in India.
The model was verified by the GeoStudio program. Karir et al. [24] used various machine
learning models to predict and obtain the FS values for both natural and man-made slopes.
Omar et al. [25] used MLP- and ANFIS-based predictive models as well as LEMs to analyze
the stability of a layered slope. The predictive models provided good agreement results for
FS evaluations.

The present study attempted to use a comparative analysis of several machine learning
methods, including multilayer perceptron (MLP), support vector machines (SVM), k-nearest
neighbors (k-NN), decision tree (DT), and random forest (RF), to predict the FS values
for different slopes by using geotechnical properties. The main goal of the study was to
provide a highly accurate predicting procedure by using these predictive models. In this
regard, a suitable database from the south Pars region in Iran was provided and used to
train and test the algorithms. Various statistical indices such as error tables were employed
to calculate the error and correlation between the real and predicted FS data.

2. Materials and Methods
2.1. Geotechnical Database

In order to provide the primary database, a comprehensive field survey was conducted
in the South Pars region, located in southwest Iran. A total of 70 slopes were identified for
a stability analysis along with geotechnical investigations. The geomechanical properties
were estimated for a slope by taking samples of the soils and performing geotechnical index
laboratory tests, such as unconfined compression [26] and direct-shear [27] tests, same
as conducted for the field topological recordings. The instructions for the field studies,
sampling, and testing were provided by American Society for Testing and Materials (ASTM)
organizations, and they are comprehensively described in geotechnical books. To estimate
the engineering properties, samples were taken, isolated (to prevent changes in a sample’s
water content), transported to the laboratory, prepared, and tested. These geo-engineering
index parameters can be categorized as slope height (H), total slope angle (β), dry density
(γd), cohesion (c), and internal friction angle (ϕ). These five features that were used to
prepare the primary database reflect the basic geometrical and mechanical aspects of the
slope condition. The samples were taken in summer in dry conditions, and the ratio of
the pore water pressure was not applied in the assessments. It should be noted that the
pore water pressure is one of the most important factors in stability assessments and has to
be considered in the FS calculations. Although this factor was not included in the present
study due to the lack of pore water pressure, machine learning models can consider this
factor as an input parameter if it is available and use it during prediction processes. In
general, changes in the input parameters can affect the final results of predictive models,
but it does not have much impact on the forecasting process. Nevertheless, the pore water
pressure ratio (if it is applicable) has to be considered in evaluations.

The prepared database was used for the training and testing of entire machine learning
classifiers. Table 1 provides information regarding the geotechnical features that were
measured from the laboratory and field investigations.
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Table 1. Geotechnical characteristics of the studied slopes.

Parameter Unit Maximum Minimum Mean SD

Water content % 6.22 1.73 3.97 2.24
Specific gravity (Gs) - 2.85 2.49 2.67 0.16
γd kN/m3 18.99 18.69 18.84 0.18
Slope height m 135 12 73.5 50.21
Slope angle Degree 77 43 60 13.88
Cohesion (c) kPa 97 39 68 23.9
Friction (ϕ) Degree 35 20 27.5 7.51

2.2. Data Acquisition

Following the preparation of the primary database, the database was labeled and its
features were categorized. In this regard, the estimated values of an FS less than 1.00 were
categorized as unstable, 1.00 to 1.50 as attention-required, and greater than 1.50 as stable.
As is known, this classification is an empirically recommended system by professionals
that can be applied to different cases [28–31]. In fact, due to the uncertainty and complexity
of the slope, it was difficult to analyze the slope stability in general form, so it had to be
analyzed for each slope and to obtain the FSmin, which represents the probable sliding
surface by LEMs. This classification was used in the predictive models to describe the
slope conditions. The FS was estimated based on the relationship between the slope
stability factor (which represents the slope durability condition) and the geo-engineering
characteristics, which were established through the training process by different machine
learning classifiers. Regarding the slope stability analysis methods, the FS can be calculated
based on the polyhedral force vector closure or incurring moments in an equilibrium
state at an assumed slip surface for two-dimensional and three-dimensional spaces, which
is responsible for static failure, with the moveable mass weight and geometry as the
geotechnical characteristics (Table 1) of the slope, as defined in this equation.

FS =
∑ Resistance forces or moments
∑ Activation forces or moments

= f (γd, H, c, φ, β)

Before the training process starts, the gathered data have to be normalized. Figure 1
illustrates the standardized data variation for the primary database by using a box plot. A
box plot is a statistical representation of the distribution of a variable through its quartiles.
The ends of the box represent the lower and upper levels of the variations, and the body
indicates the concentration of the data. Based on this figure, it can be stated that the
distribution of the ϕ and β values are approximately similar, the distribution of H is wider,
and the distribution of the c and γd values is more concentrated for slopes.

As mentioned, the FS is responsible for failure in the slope and is estimated by using
the geo-engineering characteristics of the slope, which represent the slope behavior. The
pair-wise relationships between all recorded slope data are shown in Figure 2. Regarding
this figure, the relationship between the index parameters that are used as inputs in machine
learning predictive models was investigated. The result shows that the geometrical features,
such as H and β, are relative, as are c and γd. Using this correlation can help in estimating
the certain overlap between the geo-engineering characteristics and the FS specified. The
off-diagonal plots that are presented in Figure 2 are related to stable and unstable slopes
and indicate that the stable and unstable zones were concentrated in different regions.
Thus, each feature has to be considered as having an independent role in evaluating the
slope stability.
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2.3. Predictive Model Implementations and Adjustment

The prepared database was divided into training and testing sets at random. The
training set covered 70% of the primary database, while the testing set covered 30%. Both
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stability and instability cells were used to fit the predictive models. The algorithms were
written in Python, a high-level programming language. The models used the TensorFlow
and Keras libraries for implementations. These libraries are known as Python interfaces for
artificial neural networks and classifiers. A training set is a subset of a larger data set that
is used to fit (train) a model for predicting values that are known in the training set but
unknown in the testing data. The training set is used in conjunction with the validation
and/or test sets to evaluate various models. By the training set, we mean that the model
will be trained on the training data set using a supervised learning method, such as gradient
descent or stochastic gradient descent. In practice, the training data set is frequently made
up of pairs of an input vector (or scalar) and the corresponding output vector (or scalar),
with the answer key commonly referred to as the target (or label). The target in the present
study is FS values. A testing set, on the other hand, is a secondary (or tertiary) data set
used to put a machine learning program to the test after it has been trained on an initial
training data set. The test data set is a set of data used to provide an unbiased assessment of
the final model fit on the training data set. The model learning rate, or the response to the
estimated error each time the model weights are updated, depends on the test/train ratio.
In actuality, the model’s learning rate determines how quickly it adapts to the problem.
Smaller learning rates result in slower changes to the weights at each update and need
more training epochs, whereas larger learning rates produce faster changes and need fewer
training epochs. In particular, the learning rate is a hyperparameter that can be customized
and used to train neural networks. Its value is typically small and positive, falling between
0.0 and 1.0. The learning rate used in this study was chosen by optimizers, which were
scheduled via callbacks in Keras support for 0.01 and no momentum. Table 2 provides the
hyperparameter for the ideal values of the machine learning-based models used in this
article.

Table 2. The hyperparameters used by applied predictive models.

Classifier Hyperparameters Elements

Multilayer perceptron
(MLP)

Hidden layers’ size
Learning rate
Optimization

Activation = ‘relu’; Optimization = ‘rmsprop’;
Loss_function = ‘mse’; Metrics = ‘mae’

Support vector machines
(SVM)

Kernels
C value

Kernel = ‘poly’; Degree = 2
C = 100; Epsilon = 0.1

K-nearest neighbors
(k-NN)

Number of
neighbors n_Neighbors = 3

Decision tree (DT) Max depth
Random state

Criterion = ‘Gini’; Max_depth = 5
Ccp_alpha = 0.0; Min_samples_leaf = 1
Random_state = 100

Random forest (RF)
Number of
estimators
Max depth

Criterion = ‘entropy’; N_estimators = 10;
Max_depth = 5; Min_samples_leaf = 1;
Min_sanmples_split = 2

2.4. Model Performance Evaluations

In order to analyze the performance of the predictive models, the confusion matrix
and errors table concluded that accuracy evaluation indexes (e.g., accuracy, precision, recall,
and f1-score), mean squared error (MSE), mean absolute error (MAE), and root mean
square error (RMSE) were used. A confusion matrix is a specific table layout that allows
the visualization of the performance of a machine learning algorithm, commonly used in
supervised learning (in unsupervised learning, it is called a matching matrix). Each row
of the matrix represents the instances in an actual class, while each column represents the
instances in a predicted class [32]. Thus, in predictive analytics, a confusion matrix can be
defined as a table with two rows and two columns that reports the number of true positives,
false negatives, false positives, and true negatives. This allows more detailed analysis than
simply observing the proportion of correct classifications (accuracy). Accuracy will yield
misleading results if the data set is unbalanced, that is, when the numbers of observations
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in different classes vary greatly [33]. However, the performance matrix, which includes
the parameters for accuracy, precision, recall, and f1-score, is a specific table that illustrates
the performance of a prediction algorithm based on its predicted values (also known
as evaluation indexes). True positives (TPs), true negatives (TNs), false positives (FPs),
and false negatives (FNs) are used for classification tasks to compare the results of the
classifier under consideration with reliable outside assessments [32]. So, each confusion
matrix provides evaluation indexes that are used for the analysis of the machine learning
classifiers’ capability and performances. Precision (also called positive predictive value) is
the fraction of relevant instances among the retrieved instances, while recall is the fraction
of relevant instances that were retrieved, which is calculated as [33]:

Precision =
TP

TP + FP
(1)

Recall =
TP

TP + FN
(2)

The f1-score, which is the harmonic mean of precision and recall, provides approx-
imately the average of the two values when they are close, and is more generally the
harmonic mean [33]:

f1-score = 2 · Precision · Recall
Precision + Recall

(3)

The accuracy is the probability that a test will correctly classify a person; it is calculated
by dividing the total number of true positives and true negatives by the total number of
people who were tested [33]:

Accuracy =
TP + TN

TP + TN + FP + FN
(4)

The errors table, including MAE, MSE, and RMSE, are the other performance investi-
gators in the predictive models. These relationships are frequently used to quantify the
discrepancies between values that are predicted by models and those that are determined
by tests [32]:

MAE =

n
∑

t=1
|yi − xi|

n
(5)

MSE =
1
n

n

∑
i=1

(y i − xi)
2 (6)

RMSE =

√√√√√ n
∑

t=1
(y i − xi)

2

n
(7)

where the measured value is xi and the predicted value is yi. The application of these
indicators shows that the algorithms perform better when there is less computational error.
The performance of the predictive model was assessed in this study using a confusion
matrix and errors table.

3. Results and Discussion

After creating the testing and training data sets from the primary database at random,
the models were trained and tested to predict the target (FS) values. The FS was predicted
based on the FSmin of the specific factors presented in Table 1 were estimated from the
field via labeled data (supervised). The rotation estimation (cross-validation) procedure
was used to predict how well a predictive model would perform in practice. The rotation
estimation is a resampling method that tests and trains a model on different iterations
using different portions of the data [33]. The equal-fold cross-validation method was
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used in this study to create equal-sized subsets (1:6|1 for reserved and 6 for training).
Figures 3 and 4 show the prediction results for the various classifiers in the training and
testing sets. According to the results presented in these figures, the predicted values of
the FS in the MLP training set were close to the actual (estimated) values. The K-NN and
DT correctly predicted the FS, but the SVM and RF differed from the actual values in the
other predictive models. Meanwhile, the predictive models’ predicted the FS values from
the testing set follow the same pattern as the training set. During the training stage, the
predictive models were trained regarding the stability evaluation based on the labeled
geotechnical properties and the estimated FS (supervised) and then tested in a testing
set that was responsible for the performance and precision of the applied models. The
prediction and capability of the forecasting for both the training and testing sets are shown
in Figures 4 and 5. In these figures, the prediction target is the FS value.

The confusion matrix and errors table concluded the evaluations of the predictive
models. The MAE, MSE, and RMSE indexes were calculated for the different classifiers,
and the results are shown in Tables 3 and 4. According to the results of the performance
analysis, a higher value for the accuracy and precision parameters indicates that the models
performed better. In this regard, the MLP model achieved the highest accuracy (0.938)
and precision values (0.90). The MLP was followed by the k-NN and DT, which had
estimated 0.849 accuracy and 0.808 accuracy values, respectively. With a 0.700 accuracy
value, the RF had the lowest rate of prediction of the FS in the database. The MLP model,
on the other hand, had the lowest errors among all classifiers, according to the results of
the errors table, with an MAE = 0.103367, MSE = 0.102566, and RMSE = 0.098470. Other
classifiers reached the same conclusion as the SVM: MAE = 0.145631, MSE = 0.130764,
and RMSE = 0.128836. MAE = 0.125682, MSE = 0.123009, and RMSE = 0.120957 for k-NN.
DT = 0.125369, MSE = 0.121942, and RMSE = 0.120454. RF: MAE = 0.138980, MSE = 0.135124,
and RMSE = 0.126821.

Regarding the achieved results, the MLP model had the highest accuracy. By reviewing
the literature in which different researchers used similar machine learning methods, it
can be stated that the MLP is a superior classifier to the SVM, k-NN, DT, and RF. Table 5
provides a comparison of the different machine learning applications from selected scientific
papers with the results of this study. According to this table, the present article provides the
highest accuracy among the different predictive models. The selected papers were chosen
based on the FS calculations from recent developments of the relevant predictive models.

Table 3. The performance matrix for further predictive models.

Classifier Parameter
Assessment Score

Accuracy
Precision Recall F1-Score

MLP Stable 0.90 0.88 0.90 0.938Unstable 0.90 0.90 0.89

SVM Stable 0.73 0.73 0.74 0.756Unstable 0.77 0.75 0.75

k-NN Stable 0.85 0.84 0.84 0.849Unstable 0.85 0.80 0.85

DT Stable 0.83 0.85 0.83 0.808Unstable 0.80 0.80 0.80

RF Stable 0.70 0.67 0.70 0.700Unstable 0.65 0.70 0.65

Table 4. The errors estimated for different predictive models.

Classifier MAE MSE RMSE

MLP 0.103367 0.102566 0.098470
SVM 0.145631 0.130764 0.128836
k-NN 0.125682 0.123009 0.120957
DT 0.125369 0.121942 0.120454
RF 0.138980 0.135124 0.126821
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Table 5. Literature comparison for different predictive models based on FS calculations.

Aim Applied Models Target Model Accuracy Precision Reference

FS
ca

lc
ul

at
io

n

LR, DT, RF, GBM, SVM, MLP MLP 0.84 - [17]
RF, DT, SVM, k-NN, GBDT,
AdaBoost, Bagging, MLP MLP 0.88 - [18]

AdaBoost, GBM, Bagging, ET,
RF, MLP MLP 0.84 - [34]

MLP, GPR, MLR, SVM, SLR SVM - - [35]
MLP, RBFR, MLR, SVM,
k-NN, RF, RT MLP 0.50 - [22]

BR, LR, ENR, ABR, SVM,
GBR, ETR, DTR, KNR,
Bagging

SVM 0.86 - [36]

MLP, SVM, k-NN, DT, RF MLP 0.938 0.90 This study
Note(s): logistic regression (LR), gradient boosting machine (GBN), guided clustering algorithm (Bagging),
gradient boosting decision tree (GBDT), extra trees (ET), Gaussian process regression (GPR), multiple linear
regression (MLR), simple linear regression (SLR), radial basis function regression (RBFR), and random tree (RT).
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To validate and implement the predictive models, an example case was chosen from
the primary data set. The slope was near the main Assalouyeh–Kangan highway in the
northern part of the South Pars region. The chosen slope was at 27.542912, 52.58644, close
to the phase 6 flare site. The studied slope, presented in Figure 5, is geologically composed
of quaternary alluvium, with marls from the Aghajari formation. A field survey was
conducted, and samples were collected to investigate the slope’s stability condition. Table 6
provides the applied data for the studied slope regarding stability analysis. This information
was recorded by field and laboratory works. During the field recording, topographical
properties, such as slope height, slope angle, and slope geometry, as well as the geotechnical
properties of the materials from the samples, were estimated. The predictive models and the
well-known commercial SLIDE program [37] used the measured features for the stability
analysis. Rocscience Inc. developed SLIDE, a 2D slope stability program for evaluating the
factor of safety, or probability of failure, of circular and noncircular failure surfaces in soil
or rock slopes. SLIDE evaluates the slope stability based on limit equilibrium procedures
(vertical slice limit equilibrium methods) to obtain the FS for circular or noncircular failure
surfaces. The program’s design is user-friendly and operates automatically. The modeling
was implemented in different steps concluding geometrical modeling, boundary conditions,
behavioral criteria, materials, and mechanical modeling. In the geometrical modeling stage,
each slope is modeled based on the topographical conditions, domain height, angle of the
slope’s surface, and other geometric index characteristics. The boundary conditions are
implemented by the ‘External Boundary’, which is a closed polyline encompassing the soil
region you wish to analyze. In addition, it can be entered graphically in SLIDE by simply
clicking the left mouse button at the desired coordinates. The present work used graphical
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coordinates. The Mohr–Coulomb failure criterion was selected for the stability analysis
in the behavioral criteria selection. In the materials assignment stage, the geotechnical
properties of the soils used are presented in Table 1. The data in this table were provided
based on the performance of various geotechnical tests. After the preparation of the model,
the model was analyzed regarding stability in the mechanical modeling. In this stage, the
slope was examined using the Bishop and Janbu limit equilibrium analysis methods (the
program’s default). The model can be changed by other limit equilibrium in the ‘Analysis
Methods dialog’ section. The present study used a default procedure. The SLIDE program’s
stability analysis results are shown in Figure 6. Table 7 contains information regarding the
FS. Predictive model and SLIDE program results. With their justification method, predictive
models, particularly MLP, provide close results to FS value, according to this table.

Table 6. The geotechnical information used for the example stability analysis.

Parameter Unit Value

Specific gravity (Gs) - 2.63
γd kN/m3 20.00
Slope height (H) m 14.5
Slope angle (β) Degree 65
Cohesion (c) kPa 125
Friction (ϕ) Degree 35

Table 7. FS evaluation by different models for the selected slope.

No. Analysis Method Estimated FS

1 MLP 1.18
2 SVM 1.1
3 DT 1.1
4 RF 1.4
5 SLIDE 1.21
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4. Conclusions

This study attempted to provide slope stability by using various machine learning-
based techniques, including multilayer perceptron (MLP), support vector machines (SVM),
K-nearest neighbors (k-NN), decision tree (DT), and random forest (RF), and aimed to
establish a highly accurate predictive model for predicting the factor of safety (FS). The
aim of the application of several machine learning methods was to investigate a highly
accurate predictive model to predict/estimate the FS. For the primary analysis database,
70 recorded slope cases from South Pars were used. The FS was picked as output, and the
index geotechnical properties of the slope (c, ϕ, H, β, and γd) were picked as input data.
The implementation of the models was carried out in the Python high-level programming
language. The results were reported for each stage and utilized to calculate the predictive
models’ performances. A confusion matrix and errors table were used for the model
performance evaluations. According to the results of the modeling, they indicated that the
MLP model reached the highest values of accuracy (0.938) and precision (0.90). The k-NN
and DT, with 0.849 and 0.808 accuracy, respectively, were followed by the MLP. The RF
obtained the lowest rate of prediction for the FS in the database, with 0.700. On the other
hand, according to the results of the errors table, the MLP model, with MAE = 0.103367,
MSE = 0.102566, and RMSE = 0.098470, reached the lowest errors among all of the classifiers.
Regarding the mentioned results, the MLP showed a difference with other classifiers, but it
had a slight discrepancy with the k-NN. Therefore, it can be stated that after MLP, k-NN
can provide reliably predicted FS values.
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Abbreviations

FS Factor of safety MLP Multilayer perceptron
H Slope height SVM Support vector machines
β Slope angle k-NN k-nearest neighbors
γd Dry density DT Decision tree
c Cohesion RF Random forest
φ Internal friction angle TP True positive
Su Total cohesion TN True negative
Cu Undrained cohesion FP False positive
Gs Specific gravity FN False negative
R Forces resultant vector MSE Mean squared error
W Movable mass weight MAE Mean absolute error
c′ Effective cohesion RMSE Root mean square error
φ′ Effective friction angle
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